S w
€05, non S*

Universidade Nova de Lisboa
Faculdade de Ciéncias e Tecnologia
Departamento de Informatica

Tese de Doutoramento

Doutoramento em Informatica

Every normal logic program has

a 2-valued semantics:
theory, extensions, applications,
implementations

Alexandre Miguel dos Santos Martins Pinto

Julho de 2011






S w
€05, non S*

Universidade Nova de Lisboa
Faculdade de Ciéncias e Tecnologia
Departamento de Informatica

Tese de Doutoramento

Every normal logic program has a 2-valued semantics:
theory, extensions, applications, implementations

Alexandre Miguel dos Santos Martins Pinto

Orientador:
Prof. Doutor Luis Moniz Pereira

Trabalho apresentado no ambito do Doutoramento em
Informdtica, como requisito parcial para obtencao do
grau de Doutor em Informdtica.

Julho de 2011



Copyright © 2011 Alexandre Miguel dos Santos Martins Pinto, FCT-UNL, UNL

A Faculdade de Ciéncias e Tecnologia e a Universidade Nova de Lisboa tem o direito,
perpétuo e sem limites geograficos, de arquivar e publicar esta dissertacao através de
exemplares impressos reproduzidos em papel ou de forma digital, ou por qualquer outro
meio conhecido ou que venha a ser inventado, e de a divulgar através de repositérios
cientificos e de admitir a sua cépia e distribuicdo com objectivos educacionais ou de
investigagdo, nao comerciais, desde que seja dado crédito ao autor e editor.



I almost wish I hadn’t

gone down that rabbit-hole
—and yet—and yet—

it’s rather curious, you know,
this sort of life!

Alice

Alice in Wonderland
Lewis CARROL, 1865
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In memoriam Jorge
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Abstract

After a very brief introduction to the general subject of Knowledge Representation and
Reasoning with Logic Programs we analyse the syntactic structure of a logic program and
how it can influence the semantics. We outline the important properties of a 2-valued
semantics for Normal Logic Programs, proceed to define the new Minimal Hypotheses se-
mantics with those properties and explore how it can be used to benefit some knowledge
representation and reasoning mechanisms.

The main original contributions of this work, whose connections will be detailed in
the sequel, are:

o The Layering for generic graphs which we then apply to NLPs yielding the Rule
Layering and Atom Layering — a generalization of the stratification notion;

o The Full shifting transformation of Disjunctive Logic Programs into (highly non-
stratified) NLPs;

o The Layer Support — a generalization of the classical notion of support;

o The Brave Relevance and Brave Cautious Monotony properties of a 2-valued se-
mantics;

o The notions of Relevant Partial Knowledge Answer to a Query and Locally Consis-
tent Relevant Partial Knowledge Answer to a Query;

o The Layer-Decomposable Semantics family — the family of semantics that reflect
the above mentioned Layerings;

o The Approved Models argumentation approach to semantics;

o The Minimal Hypotheses 2-valued semantics for NLP — a member of the Layer-
Decomposable Semantics family rooted on a minimization of positive hypotheses
assumption approach;

o The definition and implementation of the Answer Completion mechanism in XSB
Prolog — an essential component to ensure XSB’s WAM full compliance with the
Well-Founded Semantics;

o The definition of the Inspection Points mechanism for Abductive Logic Programs;
ix



« An implementation of the Inspection Points workings within the Abdual system [21]

We recommend reading the chapters in this thesis in the sequence they appear. How-
ever, if the reader is not interested in all the subjects, or is more keen on some topics
rather than others, we provide alternative reading paths as shown below.

1-2-3-4-5-6-7-8-9-12 | Definition of the Layer-Decomposable Semantics family
and the Minimal Hypotheses semantics (1 and 2 are optional)

3-6-7-8-10-11-12 All main contributions — assumes the reader
is familiarized with logic programming topics
3-4-5-10-11-12 Focus on abductive reasoning and applications

Keywords: Layering Logic Programs, Semantics, Layer-Decomposable semantics, Min-
imal Hypotheses semantics, Inspection Points, Argumentation




Sumario

Apoés uma breve introdugao ao tema geral de Representacao do Conhecimento e Raciocinio
com Programas Logicos, analisamos a estrutura sintactica de um programa légico e o modo
como ela pode influenciar a seméntica deste. Discutimos algumas das propriedades im-
portantes e uteis de uma seméntica a 2-valores para Programas Logicos Normais (PLNs),
prosseguimos definindo a nova semantica de Hipoteses Minimas que goza das propriedades
identificadas, e exploramos de que forma esta pode ser usada beneficiando alguns mecan-
ismos de representacao de conhecimento e raciocinio.

As principais contribui¢oes originais deste trabalho, cujas ligacoes serao detalhadas
mais a frente, sao:

o O principio de Distribuicao em Camadas de grafos genéricos, que depois aplicamos
a PLNs dando origem a Distribuicado em Camadas de Regras e a Distribuicdo em
Camadas de Atomos, sendo esta tltima uma generalizacdo da conhecida nocao de
Estratificacao;

» A aplicacao da transformacao de Translacao Total a Programas Légicos Disjuntivos
produzindo Programas Loégicos Normais altamente nao-estratificados;

* A nocao de Suporte de Camada — uma generalizacao da nogao classica de Suporte;

o As propriedades Relevancia Crédula e Monotonia Cautelosa Crédula de seménticas
a 2-valores;

o As nogoes de Resposta Relevante com Conhecimento Parcial a Pergunta e Resposta
Relevante e Localmente Consistente com Conhecimento Parcial a Pergunta;

o A familia de Seménticas Decomponiveis em Camadas — a familia das semanticas
que reflectem as supracitadas Distribui¢oes em Camadas;

» A semantica, baseada numa abordagem argumentativa, denominada Modelos Aprova-
dos;

o A semantica de Hipéteses Minimas para PLN — um membro da familia das Semanti-
cas a 2-valores Decomponiveis em Camadas radicada na abordagem de minimizagao
de adopcao de hipoteses positivas;

xi



xii

o A definicdo e implementacdo do mecanismo de Completacdo de Resposta no XSB
Prolog — uma componente essencial para assegurar a completa reificagdo da Seman-
tica Bem-Fundada na WAM do XSB Prolog;

o A definicao do mecanismo de Pontos de Inspeccao para Programas Légicos Abdu-
tivos;

« Uma implementagao de Pontos de Inspeccao dentro do sistema Abdual [21]

Recomendamos que se leiam os capitulos desta tese na sequéncia em que aparecem.
Contudo, se o leitor nao estiver interessado em todas as matérias, ou se estiver interessado
em alguns topicos mais do que noutros, apresentamos de seguida alguns percursos de
leitura alternativos.

1-2-3-4-5-6-7-8-9-12 | Definicao da familia de Semanticas Decomponiveis em Camadas
e da Semantica de Hipéteses Minimas (1 e 2 sd@o opcionais)

3-6-7-8-10-11-12 Todas as principais contribui¢des — assume que o leitor
estd familiarizado com os topicos da programacgao em logica
3-4-5-10-11-12 Foco em raciocinio abdutivo e aplicagoes

Palavras-chave: Distribui¢do em Camadas de Programas Logicos, Semanticas, Seman-
ticas Decomponiveis em Camadas, Semantica de Hipéteses Minimas, Pontos de Inspeccao,
Argumentagao
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Preface

Complex knowledge can be formalized with logic, and it is of great convenience for us to
have computers handling Knowledge Representation and Reasoning (KRR) tasks based
on logic. There are many formalisms for KRR available and used. Computational Logic
(CL) is but one of those, which has been used for several decades now as a means to
represent some rational aspects of human thinking, and in fact [131] argues strongly in
favor of the use of CL for KRR. There are, nonetheless, several kinds of logics within
CL in use for KRR. One such formalism, resorting to Non-Monotonic Logics with Default
Negation, is Logic Programming. Logic Programs (LPs), provide a declarative and flexible
tool for KRR, having the expressive power of a Universal Turing Machine, and therefore
allowing for the expression of complex knowledge.

The complement to Knowledge Representation is Reasoning, and when dealing with
Computational Logic we are especially interested in rational logical reasoning, such as
deduction and abduction — the latter being akin to hypotheses assumption in order to
explain observations or to construct hypothetical scenarios entailing some desired goal.

In the past few decades Logic Programming has gained an increasing important role
for KRR, namely for its flexibility and applicability to knowledge-intensive tasks, and
their seamless combination, as diverse as search problems, planning, constraint solving,
abductive reasoning, argumentation modelling and, more recently, to Semantic Web ap-
plications, to name just a few.

The history of Logic Programming has also been tied to an ongoing effort to find a good
semantics for logic programs with varying criteria for evaluating how good a semantics is.
There exist several approaches to the semantics issue, ranging from 2-valued to 3-valued
and even to multi-valued and to fuzzy logics but, by far, the lion’s share of the efforts has
been concentrated in 2- and 3-valued semantics.

Successive 2-valued semantics proposals have assigned a meaning to ever larger classes
of programs, in part because one of the goals of 2-valued semantics is to provide a meaning
to every Normal Logic Program (NLP). This goal is even more significant in a context
where Knowledge Base (KB) updating and merging becomes progressively more common,
e.g., among Semantic Web applications — the lack of semantics for an updated and/or
merged Semantic Web KB could endanger the robustness of a whole web service. There
are 3-valued semantics that ensure that security, but there are yet no 2-valued ones that
achieve it while enjoying a number of useful properties.

The traditional 2-valued semantics approach fails to assign a meaning to every NLP

poel



xxii

because of the way it handles non-well-founded negation (i.e., cyclic or with infinite de-
scending chains); whereas the 3-valued approach has a clever solution: the undefined
truth-value. Our new contribution is another step in the ongoing history of 2-valued se-
mantic progress by proposing a 2-valued semantics for all NLPs, that successfully deals
with non-well-founded negation by generalizing the classical notion of support. Assigning
a semantics to non-well-founded negation increases the flexibility in expressing knowledge
with NLPs, whilst simultaneously effectively separating the KRR task from the issue of
representing Integrity Constraints, which are duly covered by a specific kind of rule not
mistakable with a regular NLP rule.

Logic Programs can be used to represent knowledge from any subject domain and at
any desired level of detail. We first identify all the structural information of a program,
which we dub Layering. The Layering is induced by the interdependencies amongst rules
and it is a generalization of the well-known notion of stratification. The notion of Layering
is inspired by the works [22, 174, 175, 242], who argue that all fields of knowledge and
inquiry — ranging from physics, chemistry to biology, and other sciences — can and
should be knit together into a comprehensive worldview. The Layering notion divides
knowledge into layers of modules, each with a strong intra-dependency. Modules in a
layer may depend on others on layers below, but never reciprocally. We use Layering as
a guideline to constraint the space of acceptable 2-valued semantics: what is determined
true at some layer must not be contradicted by other layers. We do not advocate in
favour of a reductionist stance, but certainly of an inter-layer compatibility, leaving room
for intra-layer non-determinism.

We next define and propose one particular semantics fitting inside this Layered space of
semantics, the Minimal Hypotheses (MH) semantics, rooted in Ockham’s razor principle
of minimality of assumed hypotheses. The semantics for logic programs that have been
defined throughout history have insisted on minimality of models. With MH semantics
we focus instead, not on minimality of the whole model, but rather on minimality of the
hypotheses assumed to produce the model. As Albert Einstein put it

“The grand aim of all science is to cover the greatest number of empirical
facts by logical deduction from the smallest number of hypotheses or axioms.”

We argue that minimality of hypotheses is what a semantics should strive for, with
set-inclusion minimality of whole model, with respect to models of alternative sets of
hypotheses, being a possible, but not necessary, consequence of the minimally assumed
hypotheses. The MH semantics we propose achieves a delicate equilibrium between being
2-valued, enjoying a number of desirable theoretical properties, also useful for practical
applications, and allowing for relatively simple implementations, and not unusual compu-
tational complexity.
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In the past, some commonly used semantics for logic programs have been analysed
from the hypotheses assumption perspective as well, which has a natural parallel in ab-
ductive reasoning; but all these approaches consider only the default negated literals as
being the assumable hypotheses. This approach works fine in all situations except for
non-well-founded negation. To overcome this problem, we generalized the hypotheses as-
sumption perspective to allow the adoption of, not only negative hypotheses, but also of
positive ones. Having taken this generalization step we realized that positive hypotheses
assumption alone is sufficient to address all situations, i.e., there is no need for both pos-
itive and negative hypotheses assumption, and minimization of positive ones is enforced,
since this naturally takes care of the usual maximization of negative ones (or default as-
sumptions). This is the reason why we decided to embrace the only positive hypotheses
assumption perspective in this thesis.

Finally we show how deductive and abductive reasoning can be interchanged and
how to inspect for side-effects of hypotheses assumed in the process of finding a scenario
entailing some goal.

This thesis is divided into three parts, corresponding to the three main driving forces
behind its motivation: 1) to understand how the structure of a logic program can, and
must, influence its semantics (we cover this in Part I and also Chapter 7); 2) to build
a semantics for logic programs that complies with the structure of the knowledge repre-
sented by the program, enjoys a number of useful properties, and easily allows for both
deductive and abductive reasoning mechanisms (we cover this in Part II); and 3) to pro-
vide a theoretical means to inspect consequences of assumed hypotheses during abductive
reasoning as a way to lay down the foundations for future implementations of practical
systems with such inspection capabilities (we cover this in Part III).

Part I, consisting of Chapters 1, 2, 3, and 4 covers the general topic of Logic Programs
and their structure. In Chapter 1 we cover the basic abstract notions of Knowledge
Representation and Reasoning Methods as well as more practical issues concerning the
Scope of Knowledge addressed in various types of reasoning. Knowledge can be viewed
as a graph where individual knowledge sentences, or clauses, may depend on others.
Chapter 2 takes the general perspective of knowledge as a graph and uses the dependency
relation to outline the structure of a knowledge graph. Chapter 3 takes the general graph
notions from Chapter 2 and applies them to the particular case of Normal Logic Programs,
and compares this approach to other classically used approaches. Chapter 4 overviews
two other classes of Logic Programs commonly used for Knowledge Representation and
Reasoning, and shows how these can be translated into NLPs thereby focusing on the
need for a semantics just to NLPs, as we do not address topics such as paraconsistent
reasoning and belief revision.

Part II, consisting of Chapters 5, 6, 7, 8, and 9 covers the topic of semantics for
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Normal Logic Programs. In Chapter 5 we introduce the basic concepts for a semantics of
Logic Programs; these include the notions of interpretation satisfaction, model, and two
orderings of interpretations. In Chapter 6 we peruse the intuitive requirements a “good”
semantics should comply with, such as the notion of support and minimality. We also
examine a couple of classes of restricted logic programs and syntactic ways to determine
their models, and the currently most used semantics for logic programs. Then we outline
the motivation behind this thesis, including the formal properties a semantics for logic
programs should enjoy (some of the properties listed therein are part and parcel of new
contributions of this thesis). Chapter 7 takes the syntactical/structural information of a
program, according to Chapter 3, uses it to define a family of semantics for logic programs,
and argues that all “good” semantics should be members of this family. Chapter 8 takes
a hypotheses assumption perspective to semantics in the spirit of Albert Einstein’s quote
above concerning “cover(ing) the greatest number of empirical facts by logical deduction
from the smallest number of hypotheses”, and proceeds to define the Minimal Hypotheses
(MH) models semantics. We study the MH semantics’ properties and show that this
hypotheses assumption approach is compatible with the structural approach of Chapter 7.
The MH semantics is one of the major contributions of this thesis and, in Chapter 9, we
compare it to other semantics and approaches to logic programs (namely, argumentation).

Part III concerns Reasoning with Logic Programs and consists of Chapters 10, and 11.
Chapter 10 covers the general topic of abductive and deductive reasoning with logic pro-
grams (showing some of their similarities and differences), relates abductive/deductive rea-
soning with query-answering, and discusses the issue of abductions’ side-effects inspection.
Chapter 11 describes the implementations of some individual theoretical aspects covered
in this thesis. These implementations are prototypical in nature, but nonetheless intended
to show the efforts being made towards a reification of a whole logic-based knowledge rep-
resentation and reasoning system founded upon the novel concepts described herein. This
thesis’s contributions are mainly of a theoretical nature, yet we also wanted to show that
we put som effort into reifying some of the concepts presented herein, thereby opening
the way for further contributions and possibly a fully-functional implementation of an
abductive/deductive existential query-answering system, with local-knowledge sufficiency
as opposed to complete knowledge necessity, plus side-effect inspection capabilities.

Finally, we terminate with Chapter 12 where we draw out the conclusions of this work,
overview some of the types of applications that can benefit from our approach, and point
to the many branches of future work that stem from this initial stepping platform.

In order to streamline reading, we moved most of the proofs of theorems, corollaries,
lemmas, and propositions to Appendix A — Proofs.
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1 . Introduction

We will not know unless we begin.

HOWARD ZINN

We contemplate Artificial Intelligence as an intelligent problem solving technique which
can be broken down into Knowledge Representation and Reasoning. After a very brief
glance over the logic approach to Knowledge Representation we reflect on the main Rea-
soning methods and their scope.

According to [131]

“Artificial Intelligence (Al) is the attempt to program computers to behave
intelligently, as judged by human standards.”

We usually refer to such intelligent computer programs as rationally thinking software
agents. Also in [131], the author puts the rational thinking equation in the form:

Thinking = Knowledge Representation + Problem Solving

It signifies that, in the process of endowing software agents with (artificial) intelligence, we
must come up with a means to represent the agent’s knowledge about itself and the world
it is going to interact with, and also with a set of rational problem solving techniques that
rely on that knowledge.

1.1 Knowledge Representation Formalisms

There are a number of possible alternative ways to represent knowledge. In the process

of defining and understanding Al we have also learned much about our own human in-

telligence, the language of human thought and reasoning. In this thesis we follow the
3



4

perspective of [131] stating that

“Computational Logic has been developed in Artificial Intelligence over the
past 50 years or so, in the attempt to program computers to display human
levels of intelligence.”

Even within the Computational Logic area there are a variety of specific formalisms that
can be used for Knowledge Representation (KR) including, but not limited to, classical
logic ([58, 105, 225] amongst many others), description logics ([28, 29, 124]), modal logics
([141, 168]), temporal logics ([97, 240]), but also non-monotonic formalisms like default
logic ([42, 213]) and logic programs ([15, 31, 32, 133]).

The last of these (logic programs) is a formalism whereby knowledge is represented in
(Horn) clausal form permitting the use of default negation. In [132], the author argues
more generally for this use of logic programs for Knowledge Representation and Reasoning
(KRR). Logic Programming is the KR formalism we use throughout this thesis and we
proffer its details in Chapter 3.

The second part of the right-hand side of the “thinking equation” depicted right at the
beginning of this introduction is Problem Solving. In a KRR context within the framework
of logic programs, this is more aptly phrased as Reasoning Methods, which we now turn
to.

1.2 Reasoning Methods

In [129] the authors make a brief summary of the three different forms of reasoning
identified by Peirce [172]:

e Deduction — an analytic process based on the application of general
rules to particular cases, with the inference of a result.

e Induction — synthetic reasoning which infers the rule from the case
and the result.

e Abduction — another form of synthetic inference, but of the case from
a rule and a result.

Peirce further characterized abduction as the “probational adoption of a hy-
pothesis” as explanation for observed facts (results), according to known laws.



“It is however a weak kind of inference, because we cannot say that we believe
in the truth of the explanation, but only that it may be true’.

Induction is a reasoning method that is rather different from the other two; it lays outside
the scope of this thesis and, therefore, we shall only delve into and study deduction and
abduction.

1.2.1 Deduction

Deduction is the reasoning method which allows one to entail conclusions from premises.
We can formalize this statement as

KBEC

where K B is a Knowledge Base (KB), C is the conclusion we deducted from KB, and |=
represents the deductive entailment relation. The |= relation is intimately connected to
the semantics used over the knowledge base, as it is the semantics that determines what
conclusions can and cannot be entailed by K B. In this sense, the |= relation must be
parametrized by a semantics S for the K B:

KBEgC

But still, neither this entailment |= relation, nor the semantics S parameter say, in general,
anything about the necessity or mere possibility of C' given KB and f=g. Since we
will be considering logic programs as our KR formalism for K B, the =g relation must,
somehow, have a correspondence with the interpretations of K B accepted as models by S
(informally and roughly speaking, an interpretation of K B is a set of atomic statements
of KB believed to be true, and a model is an interpretation that satisfies all the rules
in KB — the formal concepts of interpretation, model and their relationship to logic
programs are detailed in Chapter 5). Thus, in the logic programming framework, the
K B =g C statement must be translatable into a relation between C' and the model(s) of
K B according to S. This poses the question of whether S accepts, in general, only one
interpretation as model of KB, or possibly many — and, in parallel, if S guarantees at
all the acceptance of at least one interpretation as model.

In this thesis we consider the case where S may, in general, accept several interpre-
tations as alternative models of K B, as this supersedes the “uni-model” semantics case.
Under this setting, the K B =g C' statement can be seen from either a skeptical or cred-
ulous perspective, according to the unanimity, or lack thereof, of the models of KB,
according to S, concerning C’s truth.



1.2.1.1 Skeptical Deduction

Under the logic programming context, skeptic deduction can thus be translated into the
unanimity of the models of KB, according to S, concerning C"’s truth, thereby asserting
the necessity of C.

Definition 1.1. Skeptical Entailment. Let KB be a Knowledge Base, C' a formula in
the same formalism as the one used for KB, S a semantics for K B, and Sk p(M) denote
that the interpretation M is a model of K B according to S. Then

KB ):gk C@VM(SKB(M) =M ):S C)

i.e., the Knowledge Base K B skeptically entails the formula C'iff C'is true in every model
of KB according to S.

In the logic programming literature, this notion of skeptical entailment is also known
as “cautious reasoning”. For this reason, we shall henceforth write “cautious reasoning”
instead of “skeptical entailment”.

1.2.1.2 Credulous Deduction

Analogously to the previous 1.2.1.1 point, under the logic programming context, credulous
deduction can be translated into the existence of a model of K B, according to .S, entailing
C’s truth, thereby asserting the possibility of C'.

Definition 1.2. Credulous Entailment. Let KB be a Knowledge Base, C' a formula
in the same formalism as the one used for K B, S a semantics for KB and Sk (M) denote
that the interpretation M is a model of K B according to S. Then

KBES" C e 3y(Skp(M)AM =g O)

i.e., the Knowledge Base K B credulously entails the formula C'iff C' is true in some model
of KB according to S.

In the logic programming literature, this notion of credulous entailment is also known
as “brave reasoning”. For this reason, we shall henceforth write “brave reasoning” instead
of “credulous entailment”.

1.2.1.3 Query answering

Brave reasoning is intimately connected to existential query answering in knowledge bases
represented as logic programs to the extent that it also refers to finding if there exists at
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least one model of the logic program — according to the chosen semantics — entailing
the truth of a user-specified logic formula, usually dubbed the user’s “query”.

Definition 1.3. Existential Query-answering in a Logic Program. Let P be
a logic program representation of the user’s Knowledge Base, () a user-specified query
(a conjunction of literals), S a semantics for P, and M an interpretation of P. Then,
Sg(M ) means that M is an existential answer, according to S, to the user’s query @) over

P. Formally,
S9(M) = Iy (Sp(M)AM g Q)

The negative counterpart of an answer to () is an answer to =@, i.e., S;Q(M ) which
means there is one model M (a possible alternative amongst several other ones) where @)
is not true. Hence, in M, —() can be inferred. Formally,

Sp2(M) < a1 (Sp(M)AM s Q)

One can now easily sketch out the dual Universal Query-answering in a Logic Program
definition corresponding to cautious reasoning:

Definition 1.4. Universal Query-answering in a Logic Program. Let P be a
logic program representation of the user’'s Knowledge Base, () a user-specified query, S
a semantics for P and M an interpretation of P. Then, Sg means that @) is universally
entailed by P according to semantics S iff

SE & Vau(Sp(M) = M =5 Q)

The negative counterpart now is S;DQ which means @ is not true in any model M of
P (according to semantics S), hence =) can be unconditionally inferred. Formally,

Sp? & Var(Sp(M) = M 5 Q)

With a semantics allowing for several alternative models we can see each of them as a
set of hypotheses plus their corresponding necessary conclusions — a semantics allowing
for only one model would not allow any hypothesizing freedom.

In [129] the authors argue in favour of viewing default negated literals in bodies of rules
as abducibles, or assumable hypotheses. They defend that negation (and in logic programs
in particular, default negation) must play a central role in endowing negated elements with
eligibility to hypothesization. We take this hypotheses assumption perspective which
has also been taken by several semantics for logic programs before, namely, the Stable
Models semantics with which we compare our approach in subsequent chapters. There it
will become clear how specifically we embed and semantically implement this hypotheses
assumption principle.



1.2.2 Induction

Induction usually refers to a type of reasoning that involves producing a general rule from
a set of specific facts. It can also be seen as a form of learning or theory-building, in which
specific facts are used to create a theory that explains relationships between the facts and
allows prediction of future knowledge. In the context of logic programming, Inductive
Logic Programming [136, 162, 163] has been a productive research area in the past years.
Inductive reasoning lies outside the scope of this thesis as it is an orthogonal issue to the
one focused on here: finding a 2-valued semantics, with a specific set of properties, for all
NLPs.

1.2.3 Abduction

Abductive reasoning is discussed in Chapter 10 and is commonly understood as hypoth-
esizing plausible reasons sufficient for justifying given observations or supporting desired
goals. An abductive problem can be stated in the following way: let KB be a Knowl-
edge Base, () a goal (also referred to as the abductive query), and A a set of adoptable
(abducible) hypotheses. In this case we say 6 C A is an abductive solution to Q) given
KB iff KBUJ = Q and § = IC's where IC's is the set of Integrity Constraints pertaining
K B. We may, of course, be also interested in the side-effects of abducing § in KB. In
Chapter 10 we introduce an efficient method to check if some literal’s truth-value becomes
determined as a side-effect of a given abductive solution to a goal.

For centuries, a central guideline of rational scientific reasoning has been the heuristic
known as Ockham’s razor. The Encyclopedia Britannica [1] presents, amongst others,
the following formulation of this reasoning principle: “(...)the simplest explanation of
an entity is to be preferred.” This principle which has maximal skepticism at its heart,
is also known as the law of economy, or law of parsimony and has been formulated in
many different ways including “the explanation requiring the fewest assumptions is most
likely to be correct.” This correlates to abduction, or hypotheses assumption, in the sense
that Ockham’s razor states that we should always strive for minimal sets of hypotheses
explaining the observations, or entailing the query.

In turn, hypotheses assumption relates to credulous entailment (or existential query
answering) in the sense that, as stated at the end of 1.2.1.3, with “a semantics allowing
for several alternative models we can see each of them as a set of hypotheses plus their
corresponding necessary conclusions”. In the context of semantics for logic programs
allowing for more than one model, Abductive and Deductive reasoning end up being
almost equivalent as we show and further detail in Chapter 10.
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The classical approach to semantics rests on demanding minimality of models, i.e.,
minimality of the set of hypotheses plus their conclusions; but as far as the Ockham’s razor
principle is concerned, the law of parsimony is only focused on the set-inclusion minimality
of the hypotheses, letting the orthogonal issue of minimizing their consequences as an
optional undertaking. Indeed, there may be non-minimal sets of hypotheses conducive
to minimal models when the former might be incompatible amongst themselves. This
issue occurs in logic programming due to default negation or integrity constraints, e.g.
Example 8.3. Minimality of hypotheses, while resolving away their incompatibility, will be
a major issue addressed in this thesis in the context of logic programming. In Chapter 8
we introduce a semantics focused only on minimality of the hypotheses.

1.3 Reasoning Scope

In this thesis we focus on using logic programs as the knowledge representation formalism
to encode knowledge bases [131]. Under this setting, and depending on the nature of the
problem at hand and the semantics considered, finding an intended solution for a query
may require taking into account all the formulas in the KB or, on the other hand, it may
suffice to consider only the fraction of the KB relevant to the query formula. In the first
case, finding a solution to the query requires the identification of a whole model for the
entire KB, whilst in the second case identifying a part of a model might suffice. When
solutions to the problem at hand involve by necessity whole models, we say we perform
complete knowledge reasoning when finding such solutions. Conversely, partial knowledge
reasoning refers to finding parts of model being enough, it being implicit that such part
models are extendible to a whole model in the program semantics used.

1.3.1 Complete Knowledge Reasoning

Complete knowledge reasoning pertains to identifying models of the whole knowledge
base that conform to some user-specified requirements. From a practical standpoint, this
corresponds to whole KB model computation. It is the role of the chosen semantics
to determine which interpretations of a KB are accepted as models. Depending on the
properties of the envisaged underlying semantics, whole model computation may be the
only possibility for any kind of problem solving. In particular, such complete knowledge
reasoning may be in general inevitable when the semantics lacks the relevance property.
This is discussed in further detail in subsection 6.5.5.
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1.3.2 Partial Knowledge Reasoning

Reasoning with large KBs represented as NLPs can be computationally very expensive,
especially if the KB can be updated, whether by external agents or through self-updates.
When KBs are comprised of rules concerning several fields of knowledge, we can say we
have some modularization of the knowledge. This can be the case either when the KB itself
is used to represent an ontology plus the set of rules to derive new knowledge, or when the
KB is just such a set of rules and is associated with an ontology originating somewhere
else, as in [115]. In such cases, it can be quite common for the user to want to perform
some form of reasoning concerning just a fragment of the overall knowledge. Whole model
computation can then be computationally overwhelming and downright unnecessary. It
would also be putting too much of a burden on the user to require her/him to specify
the (sub-) module(s) of knowledge to be considered when finding a solution to the query.
Again, taking advantage of such a modularization naturally occurring in knowledge can
only be afforded when the indicated underlying semantics enjoys the relevance property.
Partial knowledge reasoning, which can be seen as partial model computation, using only
the fragments of knowledge strictly necessary to find an answer, can have significant
impact on real applications’s efficiency.

Having introduced some of the general concepts of knowledge representation and reasoning
we now take in Chapter 2 a closer look at the syntactic structure of a set of KBs induced
by their interdependencies.




2 . The Structure of Knowledge

An intimate Knowledge therefore of
the intellectual and moral World is
the sole foundation on which a stable
structure of Knowledge can be
erected.

JOHN ADAMS
Letter to Jonathan Sewall, 1759

In Chapter 1 we took a brief overview of the Knowledge Representation and Reason-
ing problem in very general terms. In this chapter we analyze the structural properties
of arbitrary sets of (possibly interdependent) Knowledge Bases, assembled from a graph-
theoretic perspective, thereby identifying the structure of knowledge. Resulting from such
syntactical/structural analysis, we present the Layering notion for directed graphs which
we then specialize to the concrete case of NLPs. The notion of Layering we present is one
of the end products of our research. In [193, 194, 196, 197] we took several intermediate
steps which eventually lead us to the final definition in this chapter.

2.1 Knowledge Graph

In [22], P. W. Anderson says

“(...) one may array the sciences roughly linearly in a hierarchy (...)
The elementary entities of science X obey the laws of science Y.”

where “science Y is more fundamental than “science X”. And he continues

“At each stage entirely new laws, concepts, and generalizations are necessary,
11
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requiring inspiration and creativity to just as great a degree as in the previous

”

one.

Knowledge can be represented in a Knowledge Base as a set of formulas (or sentences).
Different KBs can represent knowledge about different domains, each written in a possibly
different formalism, and where some KBs may depend on the knowledge in other KBs.
In this sense we can think of the whole body of Knowledge as a network, or graph, with
KBs as vertices. The structure of knowledge must, therefore, be closely related to the
structure of the graph of KBs, to which we now turn to analyze. For self-containment,
we very briefly recap the definition of graph in particular, the directed graph variant of
which is the one of specific interest here.

Definition 2.1. Directed Graph (adapted from [39]). We say G = (V,E) is a
directed graph iff V' is the set of vertices of G, and E CV x V is the set of directed edges
of G, where each edge is an ordered pair (v;,v;) standing for a directed connection from
vertex v; to vertex v;. When the graph at hand is not unambiguously determined, we
write Vo and Fg to denote, respectively, the set of vertices and the set of edges of graph
G. The wvertices and edges will be, henceforth, also alternatively referred to as nodes and
arcs, respectively.

The directed edges in a graph are the central ingredient for the structure of the graph
as they can be seen to induce dependency relationships amongst the vertices. We thus
turn now to analyze these dependencies.

2.1.1 Dependencies

Definition 2.2. General dependencies in a graph. Let G = (V,E) be a graph. We
say vertex vj € V' directly depends on vertex v; € V' (abbreviated as vj < v;) iff there is
an edge (v;,v;) in E, and we say vertex vy, € V' depends on vertex v; € V (abbreviated as
U «— v;) iff there is are edges (vi,vj), (vj,v),... (v, vm) in E — i.e., there is a “path” in
G from vertex v; to vertex vy,.

Definition 2.3. Sub-graph. Let G = (V,E) be a graph. We say G' = (V' E’) is a
sub-graph of G iff V' C'V and E' C E such that V(,, , . epvi € V' Av; € V.

Definition 2.4. Relevant sub-graph. Let G = (V,E) be a graph. We say vertex
v; € V is relevant for vertex v; € V' iff v; depends on v;. The sub-graph of G relevant
for vertex v; is Relg(v;) = (RV,RE), where RV = {v;}U{v; € V :v; «- v;}, and RE =
{(vk,v)) € E:vp € RV Avp € RV}. We say that RV is the set of vertices of G relevant for
;.
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We also define the inverse notion, the Influence sub-graph:

Definition 2.5. Influence sub-graph. Let G = (V,E) be a graph. We say vertex
vj € V influences vertex v; € V iff v; depends on vj. The sub-graph of G influenced
by vertex v; is Inflg(vj) = (IV,1E), where IV = {v;}U{v; € V 1 v; «= v}, and [E =
{(vk,v)) € E:vp € IV ANvp € IV}, We say that TV is the set of vertices of G influenced by
Uj.

In general, graphs can also have circular dependencies (paths leading from a vertex
back to itself); these give rise to the notions of loops and of Strongly Connected Com-
ponent ([39]). In graph theory [39] a loop in a graph is usually referred to as a Strongly
Connected Subgraph (SCSG). Finding the set of SCSGs of any given graph is known to
be of polynomial time complexity [235].

Definition 2.6. Loop. Let G = (Vg,Eq) be a graph. L = (V,Er) is a loop of G iff L
is a subgraph of G such that for each pair of vertices v;,v; € Vf, there is a path in L from
v; to v; and a path in L from v; to v; — i.e., vj « v; and v; «- v;.

Definition 2.7. Strongly Connected Component (adapted from [39]).  Let
G = (Vg,Eq) be a graph. S = (Vg, Eg) is a Strongly Connected Component (SCC) of G
iff S is a mazimal subgraph of G such that for each pair of vertices v;,v; € Vg there is a
path in S from v; to v; and a path in S from v; to v; — i.e., vj « v; and v; «-v;. An
SCC is thus just a maximal Loop (Definition 2.6).

The concept of Strongly Connected Component from general Graph Theory [39] con-
siders single nodes not involved in loops as SCCs too.

Definition 2.8. Modules of a Graph. Let G = (V,E) be a directed graph, and let
SCC(G) be the set of all SCCs of G. The set M (G) is said to be the set of modules of G
iff each member of M (G) is the set of vertices of an SCC of G.

M(G) ={Viee : scc € SCC(G)}
Le., a module is the set of vertices of an SCC (which may include only one vertex).

Proposition 2.1. The set of modules is a partition of the vertices of the graph.
Let G = (Vg, Eg) be a graph and M (G) the set of modules of G. Then M (G) is a partition
of Vg. I.e.,
Vo= U m
meM(G)
and
vmi,mjeM(G)mi #+ mj; = m;m; = 0
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Definition 2.9. Module dependencies. Let G = (V,E) be a graph, and M(G) the
set of modules of G (cf. Definition 2.8). We say module m; € M(G) depends on module
m; € M(G) (abbreviated as m; «— m;) iff there are two vertices v; € m;, and v; € m;, such
that v; depends on v; in G.

Proposition 2.2. Different modules are non-mutually-dependent. Let G be a
graph and M (G) the set of modules of G. Then,

Vinemiem(c)~((mi <= myj) A (my « my))
mi;émj

Le., all modules are pairwise not mutually dependent.

With the notions of modules of a graph and their respective module dependencies we
can now lay down the Modules Graph of a graph.

Definition 2.10. Modules Graph. Let G = (V,E) be a directed graph, and M(G)
the set of modules of G. We say MG(G) = (M(G),M E(QG)) is the modules graph of G iff
ME(G) = {(mzam]) : H’Uiémi,l}jemj (U%'Uj) S E}

Theorem 2.1. Existence and uniqueness of the modules graph. Let G be a
graph. Then there is exactly one modules graph MG(G) of G.

Proof. Trivial from Definitions 2.8, 2.9, 2.10, and Proposition 2.1. O

Proposition 2.3. The Modules Graph of a graph G is a Directed Acyclic
Graph'. Let G be a graph, and MG(G) its modules graph. Then, by construction,
MG(QG) is a Directed Acyclic Graph.

We now present one of our new contributions: the Graph Layering notion.

Definition 2.11. Graph Layering. Let G = (V,E) be a graph with no infinitely
long descending chains of dependencies of vertices. A graph layering function Lf/1 is a
function mapping each vertex v € V' of graph G to a non-zero ordinal such that

v {Lf(vl)ZLf(vz) < (n«wv) A ()
vV Lf(u)) > Lf(vg) < (vp«w2) A = (vg« 1)

The two cases above, which are patently mutually exclusive, leave out independent ver-
tices, i.e., vertices that have no dependencies amongst themselves. According to this
definition there is no restriction on which ordinal to assign to each independent vertex in
what the other vertices’ assignations are concerned.

LA Directed Acyclic Graph is a directed graph with no Strongly Connected Components.
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A graph layering of graph G is a partition ...,V?,... of V such that V? contains all
vertices v having Lf(v) =i. We write V<% as an abbreviation of Ug-, V7, and V=2
as an abbreviation of V<®UV®, and define VY = V=0 =(). It follows immediately that
V=UaV*=U,V=% and also that the < relation between layers is a total-order in the
sense that VI < VJ iff i < 7.

Amongst the several possible graph layerings of a graph GG we can always find the least
one, i.e., the graph layering with least number of layers, where the ordinals of the layers
are the smallest possible, and where the ordinals of Lf(v), for each vertex v, are also the
smallest possible, whilst respecting the graph layering function assignments. This least
graph layering is easily seen to be unique.

N.B.: In the following, when referring to the graph’s “layering”, we mean just such least
graph layering.

Theorem 2.2. Existence and uniqueness of least layering for a given graph
G. Let G be a graph. There is exactly one least layering of GG.

In graph theory there are notions and results similar to the layering but, to the best
of our knowledge, none is exactly equivalent to it. There is one notion in particular —
the topological sort — which is quite similar to the layering.

Definition 2.12. Topological sort (Section 22.4 of [62]). A topological sort of
a Directed Acyclic Graph G = (V,E) is a linear ordering of all its vertices such that if
G contains an edge (u,v), then u appears before v in the ordering. If the graph is not
acyclic, then no linear ordering is possible.

A graph’s layering is akin to a topological sort albeit these notions do not coincide:

1. The topological sort is defined only for Directed Acyclic Graphs, whereas the Lay-
ering is defined for all Directed Graphs not necessarily Acyclic

2. There might be several topological sorts for a graph, whereas theres is only one least
layering

3. Each instance of a topological sort assigns different order numbers to vertices that
are assigned the same layer ordinal by the least layering, even for DAGs

All knowledge can be represented as a graph with Knowledge Bases as vertices (a
knowledge graph); the corresponding modules graph is thus the intrinsic structure of knowl-
edge. Moreover, the least layering of such knowledge graph complements the modules graph
by providing ordering information reflecting the dependencies amongst vertices.



16

Layering is an ordering of modules, it is an ordering of knowledge according to syn-
tactic dependency. Whenever the user has some other specific intended way of ordering
knowledge, say, induced by some set of priorities, or ordering preferences, a different
preference-based layering might emerge. In this sense, the least layering presented above
is just the simplest, preference-free, form of layering; it is the default layering of knowledge.
Nonetheless, we leave open the possibility of some ordering-preferences to be associated
with a program, with the intent to specify how its knowledge is to be ordered, i.e., layered.
We do not explore this avenue of further possibilities in this thesis, but leave it for future
work.

As stated previously, in this thesis we have chosen Normal Logic Programs as the par-
ticular Knowledge Representation formalism, hence we now recap the basic definitions of
NLPs, and the different kinds of knowledge graphs over NLPs, as well as how layering
applies to NLPs.




3 . Normal Logic Programs and their Structure

Logic is not a body of doctrine, but a
mirror-image of the world.

LubpwiG WITTGENSTEIN

In this chapter we review the basic technical concepts of logic programming to introduce
notation and to bring the reader not familiar with these matters moderately up to speed.
We cover the notion of logic program, focusing particularly on Normal Logic Programs
(NLPs) as they will be the Knowledge Representation formalism we will be using through-
out this thesis, and also the concepts of interpretation, classical and minimal model, and
their relationship to rules.

Part of the contents of this chapter is based upon some of our previous publications, namely
[193, 194, 196, 197], where we took steps towards some of the definitions currently pre-
sented here.

3.1 Normal Logic Programs

Logic programs have been used for decades for Knowledge Representation and Reasoning.
Intuitively, a logic program consists of a (possibly countably infinite) set of rules, each one
connecting a set of finite premises with a conclusion. Some rules may have no premises,
and in such case we call them facts. An NLP is just a specific kind of logic program
with some particular restrictions on what kinds of premises and conclusions are allowed
in rules. We formalize these notions with the definitions below.

17
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3.1.1 Language

Definition 3.1. Normal Logic Program. By an alphabet A of a language £ we
mean a (finite or countably infinite) disjoint set of constants, predicate symbols, and
function symbols, with at least one constant. In addition, any alphabet is assumed to
contain a countably infinite set of distinguished variable symbols. A term over A is defined
recursively as either a variable, a constant or an expression of the form f(t1,...,t,) where
f is a function symbol of A, n its arity, and the t; are terms. An atom over A is an
expression of the form P(t1,...,t,) where P is a predicate symbol of A, and the ¢; are
terms. A literal is either an atom A or its default negation not A. We dub default literals
(or default negated literals — DNLs, for short) those of the form not A. A term (resp.
atom, literal) is said ground if it does not contain variables. The set of all ground terms
(resp. atoms) of A is called the Herbrand universe (resp. base) of A. For short we use ‘H
to denote the Herbrand base of A. A Normal Logic Program is a set of rules of the form:

H <+ By,...,Bp,not Cy,...,not Cp,, with (m,n >0 and finite)

where H, the B; and the C; are atoms. Without loss of generality, NLPs can be
seen as possibly infinite (countable) sets of ground rules corresponding to all the possible
instantiations of variables of the non-ground version of rules. Thus, from this point
onwards, in order to simplify subsequent definitions and results, we consider only ground
NLPs, ground rules, ground literals, and ground atoms. In conformity with the standard
convention, we write rules of the form H < also simply as H (known as “facts”). An
NLP P is called definite if none of its rules contain default literals. H is the head of the
rule r, denoted by head(r), and body(r) denotes the set {Bj,..., By,not Cy,...,not Cp,}
of all the literals in the body of r.

Definition 3.2. Constrained Normal Logic Program. Let P be an NLP and C a
set of rules of the form

1« By,...,Bp,not Cy,...,not Cyp,, with (m,n > 0 and finite)

with a non-empty body. Such rules with head L (or “falsum”) are also known as a type
of Integrity Constraints (ICs), specifically denials. We say PUC is a Constrained Normal
Logic Program (CNLP). Although L (or “falsum”) may occur in P as head of IC rules,
it is not part of Hp (the atoms of P) and therefore it cannot appear in bodies of any
rules.
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Example 3.1. Constrained Normal Logic Program. Let P be

1l <+« a
a + notbd
b «— nota

The Integrity Constraint rule | < a is what turns this program into a Constrained NLP.
The other two rules — for a and for b — are regular NLP rules.

3.1.1.1 Useful notation

We abuse the ‘not ’ default negation notation applying it to non-empty sets of literals
too: we write not S to denote {not s:s € S}, and confound not not a =a. When S is an
arbitrary, non-empty, set of literals — S ={Bjy,..., By,not Cy,...,not Cp,} — we use the
following notation

« ST denotes the set {By,..., By} of positive literals in S
« 57 denotes the set {not C1,...,not Cp,} of negative literals in S
e |S|=S"U(not S7) denotes the set {By,...,By,C1,...,Cp} — the atoms of S

As expected, we say a set of literals S is consistent iff STN|S™|=0. Also, we will
apply the notation above for arbitrary sets of literals S to bodies of rules: body(r)*,
body(r)~, and |body(r)|. We also write heads(P) to denote the set of heads of non-IC
rules of a (possibly constrained) program P, i.e., heads(P) = {head(r) :r € P}\{Ll}, and
facts(P) to denote the set of facts of P — facts(P) = {head(r):r € P Abody(r)=0}.

We assume that the alphabet A used to write a program P consists precisely of all
the constants, predicates and function symbols that explicitly appear in P. By Herbrand
universe (resp. base) of P we mean the Herbrand universe (resp. base) of A. By grounded
version of a Normal Logic Program P we mean the (possibly infinite) set of ground rules
obtained from P by consistently substituting in all possible combined ways each of the
variables instances in P by elements of its Herbrand universe.

These base concepts of Alphabet, Language, Rule, Herbrand Base, and Normal Logic
Program are taken (with some minor changes) from [15]!.

In this work we restrict ourselves to Herbrand interpretations and models. For the subject of semantics
based on non-Herbrand models, and solutions to the problems resulting from always keeping to Herbrand
models see e.g. [109, 133, 210]. Thus, without loss of generality (cf. [206]), we envisaged a Normal Logic
Program P standing for its grounded version.
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3.2 The Structure of Normal Logic Programs

“Ordnung ist das halbe Leben.”
(“Order is half of life.”)

GERMAN SAYING

In Chapter 2 we assumed that the structure of knowledge is the modules graph. We now

turn to analyze some of the different approaches to identifying the knowledge structure
behind an NLP.

The traditional approach considers the atom dependency graph of an NLP.

Definition 3.3. Atom graph. Let P be an NLP. DG(P) is the atom dependency
(directed) graph of P where the atoms of P are the vertices of DG(P), and there is a
directed edge from a vertex A to a vertex B iff there is a rule in P with head B such that
A appears in its body.

But as the author of [65] puts it, relating the Dependency Graph with the Answer Set
semantics [113, 142]

“it is well-known, the traditional Dependency Graph (DG) is not able to rep-
resent programs under the Answer Set semantics: in fact, programs which are
different in syntax and semantics, have the same Dependency Graph.”

In this thesis we define a new family of semantics for NLPs, generalizing the Stable
Models semantics, so the “traditional” atom Dependency Graph is also not enough for
our purposes.

In the literature, we may find the rule graph, introduced in [82].

Definition 3.4. Rule graph (Definition 3.8 of [82]). Let P be a reduced negative
NLP (i.e., there are only negative literals in the bodies of rules). RG(P) is the rule graph
of P where the rules of P are the nodes of RG(P), and there is an arc from a node r; to
a node ry iff the head of rule r; appears in the body of the rule rs.

But, as the author of [65] says,

“in our opinion it would be difficult to define any practical programming method-
ology on the basis of the rule graph, since it does not graphically distinguish
among cases which are semantically very different.”
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This sentence from [65] assumes not only that the underlying semantics is the Stable
Models, but also that the arcs in the rule graph are supposed to contain all the seman-
tic information of the program. Besides, the rule graph as defined in [82], presupposes
reduced negative programs. As we shall see below, our semantic approach to rule graphs
considers its structural information as a crucial necessary part in determining the seman-
tics of the program, but not a sufficient one. Thus, we will be able to define a practical
programming methodology on the basis of the rule graph, plus other semantic constructs,
namely, hypotheses assumption, as we will see in the sequel.

The following definition extends the rule graph one (Definition 3.4) in the sense that
it is applicable to all NLPs and not just to reduced negative logic programs.

Definition 3.5. Complete Rule Graph. Let P = PUC be a Constrained NLP. The
complete rule graph of P (denoted by CRG(P)) is the directed graph whose rules of P
are the vertices of C RG(P) and there is a directed edge from vertex 1 to vertex ro iff
the head of rule r; appears in the body of the rule ro. Ie., CRG(P) = (P,DP) where
DP ={(r1,r2) : 11,72 € P A head(r1) € |body(r2)|}.

Definition 3.6. Dependencies in a program. We say a rule ry directly depends on
r1 (written as rg <— rp) iff there is a direct edge in CRG(P) from ri to r2. We say 79
depends on 71 (rg «— 1) iff there is a directed path in CRG(P) from ri to ro.

Naturally, we again consider the other combinations of (direct) dependencies amongst
atoms and rules. We also use the same graphical notation (<—,«)amongst atoms, and
between atoms and rules to denote (direct, indirect) dependency.

Rule r directly depends on atom a iff a € |body(r)|; and r depends on a iff either r
directly depends on atom a or r depends on some rule r’ which directly depends on a.
Le.,

r<a < ac€|body(r)|
rea < r<aVducpr«— 1 Ar'+a)

We say an atom a directly depends on rule r iff head(r) = a; and a depends on r iff either
a directly depends on r or a directly depends on some rule v’ such that 7’ depends on 7.
Le.,

a<r < head(r)=a

a«1r & a+rVIueplar Ar «r)

We say an atom b directly depends on atom a iff a appears (possibly default negated) in
the body of a rule with head b, and b depends on a iff either b directly depends on a, or
b directly depends on some rule  which depends on a. I.e.,

b<—a < Fep(brAr<«a)
be—a & bsaVIep(b—rAr«a)
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Applying the relevant (Definition 2.4) and influence (Definition 2.5) sub-graph no-
tions to the particular case of (C)NLPs (cf. Definition 3.2) under their respective CRGs
(Definition 3.5) we have:

Definition 3.7. Sub-program Relevant for Rule(s). Let P = PUC be a Constrained
NLP, and CRG(P) its CRG. We say rule r; € P is relevant for rule r; € P iff r; depends
on rj. We write Relp(r;) to denote the set of such rj, i.e.,

Relp(m-) = {7”]' EP r;« Tj}
Relp(r;) is thus the set of vertices of C RG(P) relevant for r;.

We abuse this notation by writing Relp(R), where R is a subset of rules of P, to
denote the set of rules that R depends on, i.e.,

Relp(R) = | J Relp(r)
TER

Likewise, the inverse Influence sub-program notion:

Definition 3.8. Sub-program Influenced by Rule(s). Let P = PUC be a Con-
strained NLP, and CRG(P) its CRG. We say rule r; € P influences rule r; € P iff r;
depends on rj. We write In flp(r;) to denote the set of such 74, i.e.,

Inflp(rj) ={ri € P:rj«r;}
Inflp(r;) is thus the set of vertices of C RG(P) influenced by r;.

We abuse this notation by writing Infip(R), where R is a subset of rules of P, to
denote the set of rules that R influences, i.e.,

Inflp(R) = J Inflp(r)

reR

We also apply these notions with the focus on atoms:

Definition 3.9. Sub-program Relevant for Atom. Let P = PUC be a Constrained

NLP, and CRG(P) its CRG. We say rule r € P is relevant for atom a € Hp iff a depends
on r. We write Relp(a) to denote the set of such r, i.e.,

Relp(a)={reP:a«r}

Likewise, the inverse Influence sub-graph notion:
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Definition 3.10. Sub-program Influenced by Atom. Let P = PUC be a Con-
strained NLP, and CRG(P) its CRG. We say atom a € Hp influences rule r € P iff r
depends on a. We write Inflp(a) to denote the set of such r, i.e.,

Inflp(a)={reP:r«a}

It will also be useful to define the notion of sub-program relevant for a conjunction of
literals and sub-program influenced by a conjunction of literals.

Definition 3.11. Sub-program Relevant for a Conjunction of Literals. Let P =
PUC be a Constrained NLP, CRG(P) its CRG, and Q =aj A...Aay Anot by A...Anot by,
a conjunction of literals (with all the a; and b; in Hp, at least one literal, and n,m > 0)
which we call a query. We write SQ to denote the set of all the literals in @, i.e.,
SQ ={ai,...,an,not by,...,not by, }.

We define Relp(Q), the Sub-program of P Relevant for the Conjunction of Literals
(or Query) @, as the set of all rules relevant for all the atoms corresponding to the literals
in ), i.e.,

Relp(@Q)= | Relp(q)
q€|SQ|

Definition 3.12. Sub-program Influenced by a Conjunction of Literals. Let
P = PUC be a Constrained NLP, CRG(P) its CRG, and @ = aj A... Aay, Anot by A
...Anot by, a conjunction of literals (with all the a; and b; in Hp, at least one literal,
and n,m > 0) which we call a query. SQ denotes the set of all the literals in @, i.e.,
SQ ={ay,...,an,not by,...,not by}.

We define Inflp(Q), the Sub-program of P Influenced by the Conjunction of Literals
(or Query) @, as the set of all rules influenced by atoms corresponding to the literals in
Q, ie.,

Inflp(Q)= | Inflp(q)

q€]SQ)|

Alongside with the graph perspective of logic programs is the classical stratification
notion which is usually associated with the atom dependency graph.

Definition 3.13. Stratification [210]. A program P is stratified if and only if it is
possible to decompose the set S of all predicates of P into disjoint sets Si,...,.5,, called
strata, so that for every clause A < Bjy,..., By,,not Cq,...,not Cy,, in P, where A’s, B’s
and C' are atoms, we have that:

Vistratum(B;) < stratum(A)
Vjstratum(C}) < stratum(A)
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where stratum(A) = i, if the predicate symbol of A belongs to S;. Any particular de-
composition {Si,..., S} of S satisfying the above conditions is called a stratification of
P.

The stratification notion fails to capture all the structural information of a program
since it focuses only on the atoms — it misses the specific dependencies for each particular
rule. Moreover, there are cases of programs which have no stratification whatsoever, in
particular, programs with loops.

The Layering notion we developed (Definition 2.11), when applied to the Complete
Rule Graph (Definition 3.5) of a CNLP P, covers all programs and captures all the
structural information in each one.

Definition 3.14. Rule Layering. Let P = PUC be a CNLP with no infinitely long
descending chains of dependency and CRG(P) its complete rule graph (Definition 3.5).
A rule layering function Lf/1 of P is a function mapping each vertex of CRG(P) (a rule
r of P) to a non-zero ordinal such that

Lf(r1)=Lf(r2) (r1«=12)

v { <~ (7‘2 “«— 7“1)
r1.m2€P Lf(?"l) > Lf(?"g) <~ (7"1 “«— 7“2)

A\
AN (7‘2«—7“1)

A rule layering of P is thus a partition ...,P? ... of P such that P’ contains all rules
r having Lf(r) =i. We write P<% as an abbreviation of U<, PP and P=* as an
abbreviation of P<®*UP?*, and define P’ = P=<0 = (). It follows immediately that P =
UaP® = U, P=?, and also that the < relation between layers is a total-order in the sense
that P! < P iff § < j.

Amongst the several possible rule layerings of P we can always find the least one,
i.e., the rule layering with least number of layers, where the ordinals of the layers are the
smallest possible, and where the ordinals of Lf(r), for each rule r, are also the smallest
possible, whilst respecting the rule layering function assignments. This least rule layering
is easily seen to be unique.

N.B.: In the following, when referring to the program’s “layering”, we mean just such
least rule layering. Likewise, there is also a least stratification. We cover the relationship
between strata and layers in the sequel.?

2The layers notion in [123] have some similarities with the ones presented in Definition 2.11 when
applied to C RG(P), but the former (Definition 6.2 of [123]) has the limited role of providing the scaffolding
of a transfinite inductive definition of the weakly perfect model which is a subset of the Well-Founded
Model (as per Corollary 6.9 of [123]). The layering notion we present here has a standing of its own as an
important syntactical ordering, besides its structuring influence inducing certain desirable characteristics
of models of a semantics as we shall see in Section 7.1.
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N.B.: The Rule Layering definition above states that two rules are placed in the
same layer if they depend on each other. Notice this is an if, not an if and only if. Le.,
according to Rule Layering, two rules can be placed in the same layer when, e.g, they have
no dependencies amongst them. In the following example, the rules z <— not z and e < e
are placed in the same layer despite there being no dependencies whatsoever between
them.

Example 3.2. Rule Layering example. Consider the following program P, depicted
along with the layer numbers for its least layering:

b<not b d <+ not c c < not d,not y,not a P3 — Layer 3
b <+ not x Yy < not x 2+ f P? — Layer 2
T <4 not x e+e f Pl — Layer 1
0 PY — Layer 0

Figure 3.1: A NLP’s rules distributed along the program’s layers.

Atom f has a fact rule: its body is empty (it depends on no other rule), and therefore
it is placed in the lowest possible layer: P'. The unique rule for x is also placed in Layer
1 in the least layering of P because it depends only on itself. Likewise for rule e < e.
Rules b <— not x and y <— not x are necessarily placed strictly above Layer 1 because they
both depend directly on the rule for x which in turn does not depend on any of them. So,
both these rules for y and for b are placed in Layer 2, P?, in the least layering of P. For
the same reason, rule z < f is placed in Layer 2, because it depends on the (fact) rule for
f which is in Layer 1.

Notice this important difference between Layering and Stratification: the Layering
does not distinguish between positive and negative dependencies nor does it treat such
cases differently, as the Stratification does (cf. Definition 3.13). For the Layering notion
the only important factor is the existence of, or lack thereof, syntactic dependency, regard-
less of it being through a positive or negative literal. This is the reason why the Layering
puts rule z < f in a layer strictly above that of the fact f (because z < f depends on the
fact f and not vice-versa), whereas the Stratification would allow z < f to be in the same
stratum as the fact f (because z < f depends positively on the fact f). Le., the Layering
and the Stratification use different criteria to assign layer/stratum ordinal indices.

Rule b < not b is placed strictly above all other rules for b that do not depend on
b, i.e., on Layer 3, P3. The rule for ¢ is placed strictly above the rule for y because it
depends on not y and no rule for y depends on any rule for c. The rule for d is placed in
the same Layer as the rule for ¢ because they depend on each other. Hence, both rules
for ¢ and d are placed in Layer 3, P3.



26

Building upon the (rule) layering we can now define the “atom layering” — a notion
similar to that of stratification.

Definition 3.15. Atom-Layering of a Constrained Normal Logic Program 7P.
Let P = PUC be an CNLP, and Lf/1 a rule layering function of P. An atom layering
function ALf/1 is a function defined over the atoms of P, assigning each atom a € Hp
an ordinal, such that

ALf(a) - { ZUbrep:head(r):a<Lf(r>> if E'rePhGad(T’) =a

0 otherwise

where lub stands for the least upper bound — in this case, the least upper bound of all
the rule layer ordinals for layers containing a rule with the atom a as head.

An atom layering of program P is a partition ..., %;, of the set of atoms of P
— Hp — such that A% contains all atoms a having ALf(a) =1i. We write A3* as an

abbreviation of Ug<, Ag, and A%O‘ as an abbreviation of A5*U A%, and define A5" = .
It follows immediately that Hp = Uy, AD = Uq A%O‘, and also that the < relation between
layers of atoms is a total-order in the sense that A%; < A%) iff 1+ <.

Amongst the several possible atom layerings of a program P we can always find the
least one corresponding to the definition of “atom layering function” ALf/1 based upon
the program’s least rule layering function Lf/1.

N.B.: In the following, when referring to the program’s “atom layering”, we mean just
such least atom layering, and we will explicitly mention “atom”, as in “atom layering” to
make the distinction from (rule) layering.

This notion of atom layering is a generalization of level-mapping [120, 123] because,
as explained in [123],

“Level mappings are mappings from Herbrand bases to ordinals, i.e. they in-
duce orderings on the set of all ground atoms while disallowing infinite de-
scending chains”

and the atom layering notion does allow for infinite descending chains. Atom layerings
are always defined, and in this sense they are generalizations of stratifications — partially
because atom layerings are applicable also when there are loops in the program, in which
cases there are no stratifications. Rule layerings are also always defined, and they capture
all syntactic structure of the program. Also, due to the definition of dependency, in gen-
eral, atom layerings do not coincide with stratifications [24], nor do rule layers coincide
with the layers definition of [209]. When a program is not stratified there are nonetheless
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atom layerings. However, when the program at hand is stratified (according to [24]) it can
easily be seen that there is a relation between its atom layerings and its stratifications.
Notice that a stratification, applicable to atoms, may put two atoms in the same stratum
if one of them only depends through positive arcs on the other (without any reciprocal de-
pendency), whereas, in the same conditions, an atom layering would put them in different
layers — cf. Example 3.3 below concerning rule z <— f. So, for each stratification there is
an atom layering, possibly with more layers than the strata there are in the stratification.
On the other hand, assuming the program is stratified, for each atom layering there is a
stratification. Moreover, there is a clear correspondence between a stratification and the
least atom layering for acyclic programs — in this case the only difference relates to the
atoms whose rules have only positive dependencies on some other atom.

The motivation for this difference between layering and stratification in what positive
non-reciprocal dependencies are concerned is mainly a matter of uniformity and simplicity
of the definition of layering. Both rule and atom layerings are particular cases of the
general case of graph layering (cf. Definition 2.11), and in that general case there is no
notion of “positive” or “negative” dependency: a vertex either depends on another or it
does not, and if the dependency is non-reciprocal then those vertices are placed in different
layers.

Example 3.3. Atom Layering example. Consider again the program from Exam-
ple 3.2, now depicted along with both its least rule layering and least atom layering:

Rule Layer Atom Layer Layer Index
PP={b<notb d<notc c+< notdnoty,nota}| A} =1{b,c,d} 3
P?={b<notx y<notx z< f} A% ={y,z} 2
Pl={r<notz e+e f} AL ={x.e f} 1
PV= A% = {a} 0

Figure 3.2: NLP’s rules and atoms distributed along the program’s Rule and Atom least Lay-
erings.

Atom a has no rules, therefore it is placed in atom-layer 0: AOP. Atoms x,e, f have
only one rule in Layer 1, therefore they are placed in atom-layer 1: AL. Atoms y,z have
only one rule in Layer 2, and therefore they are placed in atom-layer 2: A%. Atom b has
two rules: one in Layer 2 and the other in Layer 3, therefore it is placed in atom-layer
3 which is the maximum of its rules’ layers: A‘?g. Atoms ¢,d only have rules in Layer 3:
they are placed in A?}D.

Due to the definition of (least) atom layering — based on the (least) rule layering —
there is a close relation between the atom layering of an atom and the rule layering for the
rules having that atom as head. This relation is captured by the following proposition:
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Proposition 3.1. The least atom layering of an atom identifies the highest
layer with rules for the atom. Let P be an CNLP, Lf/1 its least rule layering
function, and ALf /1 its least atom layering function.

vaGHpALf(a) =a<= (vrepzhead(r):ar < ,Pga N (Oé 3& 0= EI7”673("head(r’):a))

Proposition 3.2. A rule’s layer is greater than or equal to each of the body’s
literals’ atom-layering. Let P be an CNLP, Lf/1 its least rule layering function, and
ALf/1 its least atom layering function.

Y ,ep L(r)>ALf(a)
a€|body(r)|

3.2.1 Layers and Strongly Connected Components of Rules

We now turn to analyze the relationship between SCCs of rules and layers.

Proposition 3.3. Rules in the same SCC are in the same layer. Let P be a
CNLP.
Vyprep(r "' A’ «—r) = Lf(r)=Lf(r")

Proposition 3.4. Layering of SCCs. Let P be a CNLP. If there is an edge from
SCCy to SCCq, with SCCy # SC(Cs, in the SCCG('P) then VrlegcclLf(TQ) > Lf(?”l).

ro€SCCo
3.2.1.1 Layers and bodies of rules

The (least) atom layering of a program allows us to partition the body of any given rule
into atom-layer indexed subsets.

Definition 3.16. Atom-layer partition of a rule’s body. Let P be a CNLP, r a
rule of P. body(r) can be then partitioned into subsets ...,body(r)®,... such that each

body(r)* = {B; € body(r)* : ALf(B;) = a}U{not C; € body(r)~ : ALf(C;) = a}
Corollary 3.1. A rule’s layer is greater than or equal to each of the body’s
subsets index. Let P be a CNLP and r a rule of P.

vbody(r)agbody(r)Lf(r) >«

Proposition 3.5. A rule’s body literals in a loop have atom-layering equal to
the rule’s layer.

Vaenpa € [body(r)H' ") = ALf(a) = Lf(r)
rep
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Proof. 1t follows trivially from Definition 3.16. O

Corollary 3.2. Loop and non-loop parts of a rule’s body. Let P be a CNLP,
and 1 a rule of P. body(r)*/(") is the set of literals of body(r) which are in loop with r,
and body(r) \ body (r)“1(") is the set of literals of body(r) not in loop with 7.

Proof. Trivial: it follows immediately from Definition 3.16 and Proposition 3.5. O]

In order to simplify notation we write body(r) as an abbreviation of body(r) \ body )=/ (7).
By Proposition 3.2 we thus know that body(r) represents the subset of literals in the body
of r whose corresponding atoms have all their rules, if any, in layers strictly below that of

r. We use the body(r) notation in Definitions 6.2 and 6.7 to introduce the notion of layer
supported interpretation and the layered negative reduction operation, respectively.

3.2.2 Transfinite Layering

Layering also copes with programs with a transfinite number of layers, as long as there
is no infinitely long descending chain of dependencies. In practice, all useful programs
have a finite number of layers, but for theoretical completeness we show that this layering
notion also deals with the transfinite case.

Example 3.4. Program with transfinite number of layers. Let P =

The ground (layered) version of this program, assuming there is only one constant 0 (zero)
is:

Do
p(s(s(0))) = p(s(0))
p(s(0)) <« p(0)
p(0)
This program has a layering even though it has an infinite chain of dependencies. This is

the case because that infinite chain is ascending — this program has a transfinite number
of layers.

A typical case of a program with no layering (representing a whole class of programs
with real theoretical interest) has an infinitely long descending chain of dependencies
and was presented by Frangois Fages in [100]. We repeat it here for illustration and
explanation.
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Example 3.5. Program with no layering [100].

q < not p(0)

p(X) + p(s(X)) p(X) < not p(s(X))

The ground version of this program, assuming there is only one constant 0 (zero):

q < not p(0)

p(0) < p(s(0)) p(0) < not p(s(0))
p(s(0)) < p(s(s(0))) p(s(0)) <« not p(s(s(0)))
p(s(s(0))) < p(s(s(s(0)))) p(s(s(0))) < not p(s(s(s(0))))

Do Do

The only model of this program is {p(0),p(s(0)),p(s(s(0)))...} or, in a non-ground form,
{p(X)}. This program is of theoretical interest for two reasons: 1) it has no layering
because is has an infinite descending chain of dependencies, and 2) it has no Stable
Models, even though it has no loops, which shows a whole class of NLPs to which the
SMs semantics provides no model. I.e., if a semantics for NLPs is to provide a model for
each and every NLP it must cater for transfinite support chains, classically considered

non-well-founded (cf. [100]).

Now that we have covered the syntactic structure of NLPs we turn to consider also a
few other classes of Logic Programs and see how they relate to NLPs.




4 . Other Classes of Logic Programs

(...) no single logic is strong enough
to support the total construction of
human knowledge.

JEAN PIAGET

In this chapter we discuss how other classes of Logic Programs, namely Extended Logic
Programs (ELPs) and Disjunctive Logic Programs (DisjLPs), can be transformed into
Normal Logic Programs. This allows us to focus the question of finding a semantics for
Logic Programs in just the class of NLPs without loss of generality concerning ELPs and
DisjLPs — we thus do not return to the topic of ELPs or DisjLPs outside this chapter.

4.1 Extended Logic Programs

Extended Logic Programs are different classes of Logic Programs that allow to derive
negative conclusions, i.e., heads of rules may be explicitly negated literals (distinct from
the default implicitly negated ones)[73].

Definition 4.1. Extended Logic Program. FExtended Logic Programs are a gener-
alization of NLPs in the sense that the rules of an ELP are of the same form as those of
NLPs, but where all the non-default negated literals (both in the bodies and in the heads
of rules) are objective literals — an objective literal being either an atom A or its explicit
negation - A, where -—A = A.

When considering ELPs contradictions may arise simply because heads of rules can
be explicitly negated literals, for example:

Example 4.1. Extended Logic Programs. In this ELP ‘not ’is the default negation
31
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and ‘-’ is the explicit negation.
—a
a
b < notc
¢ < notb

In this case, since both a and —a are facts, there is an outright explicit contradiction.

There are several alternative semantic approaches to deal with the possibility of explicit
contradictions ELPs syntactically allow for. One can either prevent explicit contradictions
or accept them. If we are to accept explicit contradictions there are two alternatives:

« Adopting classical logic’s Ex Contradictione Quodlibet (“anything follows from con-
tradiction”) principle: in this case the unique model! is the set of all literals (positive,
explicitly and default negated) — in example 4.1 this means accepting as unique
model {a,—a,not a,not —a,b,—b,not b,not —b,c, =c,not ¢,not —c}.

o Taking a paraconsistent approach: in this case there might be several models, de-
pending on the semantics being considered, and each model may be paraconsistent
— in example 4.1 this means there will be the two models
{a,—a,not a,not —a,b,not —b,not c}, and {a, ~a,not a,not —a,c,not —~c,not b} where
their paraconsistency is restricted to a, as opposed to the model according to the Fx
Contradictione Quodlibet in the previous point, where both b and ¢ are also paracon-
sistent in its model despite there being no contradiction in the program concerning
b or c.

If we choose to prevent contradictions we can do so by means of a semi-normalization
[11, 74] of the program, i.e., by adding not =head(r) to the body of each rule r.

Definition 4.2. Semi-normalization. Let P be an Extended Logic Program. Then,
SN(P) = {head(r) < (body(r)U{not =head(r)}) : r € P} is the semi-normalized version
of P.

Consider the again the program from example 4.1

Example 4.2. Semi-normalization. After the semi-normalization the program be-
comes

—a <= not ——a
a + not -a
+ not ¢,not —b
<+ not b,not —c

We formally define the notions of interpretation, satisfaction, and model in Chapter 5.
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ie.,
—a <+ nota
a < not —a
b < not c,not —=b
+ not b,not —c

Another simple way to discard inconsistent models is by adding ICs, in particular,
adding one IC of the form | < a,—a for each atom a € Hp.

ELPs can straightforwardly be transformed into NLPs simply by mapping each ex-
plicitly negated literal = A into a new atom Ax not previously present in the original
program’s Herbrand Base. This way, we provide a simple method to provide semantics
to ELPs: given a 2-valued semantics S for NLPs, just transform an ELP P into an NLP
Px with recourse to Ax atoms as above, and considering the models of Px according to
S as the Extended S models of P. If desired, Px can be complemented with the ICs
L <+ a,a,ie., L+ a,ax.

After semi-normalization, transformation and IC inclusion, the program of the example
above becomes
a, ax
b, bx
C, Ck
not a
not ax*
not c,not bx
not b,not cx

-2 % FFF
Tt

4.2 Disjunctive Logic Programs

Definition 4.3. Disjunctive Logic Program. Disjunctive Logic Programs (DLPs)
([43, 44, 86, 94, 139, 140, 158]) are another generalization of NLPs in the sense that the
rules of a DLP are of the same form as those of NLPs, but where the heads of rules are
disjunctions of literals, i.e., rules are of the form

HyV..VHy <+ By,...,By,not Cy,...,not Cy,, with ¢ >0 and (m,n > 0 and finite)

where all the H;, B;,C}, are objective literals.
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DisjLPs can also be easily transformed into NLPs via a simple syntactic operation
known as the Shifting Rule [86]. For self-containment we include its definition.

Definition 4.4. Shifting rule (adapted from def. 3.1 of [86]). Let

HyV..VHy< Bi,...,By,not Cy,...,not Cp,

be a disjunctive logic rule. The shifting rule is a rewriting rule that transforms r into r’

Hl\/...Hi_1VHZ'+1\/...\/Hq<—Bl,...,Bn,nOt Ci,...,not Cy,,not H;

for some H; € head(r). A complete shift is a sequence of such individual shifts that results
in a normal (i.e., non-disjunctive) rule.

In [86], the shifting rule was applied to DisjLPs, but with the special care of making
sure the resulting program was stratified. This concern with stratification is related with
the guarantee of existence of stable models for the resulting program (cf. lemma 5.2 of
[86]) because the 2-valued semantics considered for the NLPs resulting from the “shifted”
DisjLPs was the Stable Models semantics which, for some non-stratified programs cannot
guarantee model existence. We overview the Stable Models semantics in detail in 6.4.1.1.

In Chapter 3 we saw that our syntactic structure of reference is the Layering, instead
of the usual Stratification. Layering readily copes with loops, and SCCs in general, and
thus non-stratification raises no problem to our approach. Likewise, as we shall see in the
sequel, our semantics framework also deals with all kinds of non-stratification precisely
because it complies with Layering. Hence, our approach to DisjLP is more general than
the one in [86] because we allow for the arbitrary application of the shifting rule producing
a highly non-stratified NLP:

Definition 4.5. Full shifting rule. Let

H1V...VHy <+ By,...,By,not C1,...,not Cy,

be a disjunctive logic rule. The full shifting rule is a rewriting rule that transforms r into
the set of rules:
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Hy < Bi,...,By,not C1,...,not Cyy,not Ha,... ,not H,

D

H; < DBi,...,By,not Ci,...,not Cpy,not Hy,...,not H;_y,not H;jyq,...,not H,
: —

Hy, < DBi,...,By,not Ci,...,not Cp,not Hy,...,not Hy_q

Figure 4.1: Full shifting of a Disjunctive Logic Program.

4.2.1 Disjunctive LPs and the Intuitively Intended Meaning of Loops

The set of rules resulting from the full shifting of a disjunctive rule form a loop where each
rule in the set directly depends on all the others. Taking the inverse perspective, we can
say that loops over default negation can be seen as a way of writing some disjunctions,
and this matches the intuition described in 6.5.4. Because the semantics for NLPs that
we define in the sequel (Chapters 7 and 8) build upon the layering notions, they can
assign a meaning (at least one model) to every NLP regardless of its possible resulting
non-stratification, and, therefore, it can assign a semantics for DisjLPs when these are
transformed into NLPs via full shifting. One of the advantages of our approach is that,
because it copes with all kinds of non-stratification (loops), it is effectively applicable to
all DisjLPs transforming them into NLPs which, according to the semantics we propose
in the sequel, are guaranteed to have a meaning.

When we want to write the disjunction aVVb, a common NLP-compatible way to do it
is by means of writing the set of two rules

a + notbd b <~ nota

Likewise, if we want to write, say, the three disjunctions a Vb, bV ¢ and ¢V a we would
write the following set of six rules

a + notbd b + nota
b + notc ¢ + notbd
c 4+ nota a <+ notc

These rules are exactly the result of applying the Full shifting rule (Definition 4.5). Taking
a “reversed” perspective of the application of the Shifting Rule, we could say a NLP with
only these six rules is a representation of the three disjunctions, i.e., the intended meaning
of the six rules is in fact the three disjunctions. Determining the intended meaning of
a program is the task of a semantics, and we discuss this in Chapters 5 to 8, but since
the intuition behind the semantics we propose in Chapter 8 is based on this approach
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of considering loops (or SCCs) as a kind of disjunction, we point that intuition out here
along with the discussion of Disjunctive LPs. This approach of considering the intended
meaning of loops (through default negated literals) is a disjunction raises the question of,
in this case, what would a program with only the three left-side rules

a <+ notb
b +— notc
¢ < nota

represent? Intuitively, we could interpret them a “half disjunction” since these three rules
are one half of the six rules above. Each pair of the six rules above (in a separate line)
stands for a single disjunction which is independent from another disjunction. E.g., the
two rules a <— not b and b < not a gives us the choice of believing a is true, or b is true,
or both a and b are true — that is the meaning of the disjunction aVb. Any one of
these choices for the first disjunction is independent from the choice taken for the second
bV c. When we have only the three left-side rules these can be interpreted as representing
a non-independent (or conditional) disjunction in the sense that, once we choose, say,
believe a is true, the truth-values of both b and ¢ become immediately determined, i.e.,
their truth-values are non-independent of (or conditional on) the truth-value chosen for
a. Having no preferences nor priorities mechanism, in the three rules loop example above,
any one of a or b or ¢ could be chosen to be believed in in first place thus giving rise
to three alternative solutions — we illustrate this with Example 8.1 where the literals in
that example are but a renaming of the a, b, and ¢ herein. This is the intuition behind
the hypotheses assumption based semantics we define in Chapter 8.

Similarly to what was said previously about models for ELPs, models for DisjLPs can
be obtained by simply transforming a DisjLP P into a NLP P via the shifting rule
and then consider the models of PS% as the disjunctive models of P. In the case of an
Extended Disjunctive Logic Program (with both explicitly negated objective literals, and
disjunctions in the heads of rules) both transformations can be applied in sequence to
produce an NLP: the models of an EDisjLP P are the models of SN(P%F)x.

Now that we know how to identify the structure of a (normal, or extended, or disjunctive)
logic program, we are ready to take on the task of defining a semantics for them.




PART 11

Semantics for Logic Programs






5 . Basic Semantics Concepts

“Multum in parvo”
(“Much in little”)

LATIN SAYING

We now cover the concepts of interpretation (both 2- and S-valued ones), satisfaction,
and classical (and minimal) models; and also include two useful orderings among in-
terpretations and models. We conclude by defining what a semantics for (Constrained)
Normal Logic Programs is.

5.1 Interpretations

The notions herein presented are those in [15]. We define 2- and 3-valued Herbrand
interpretations and models of (constrained) normal logic programs. Since non-Herbrand
interpretations are beyond the scope of this work, in the sequel we sometimes drop the
qualification Herbrand.

Definition 5.1. 2-valued interpretation. A 2-valued interpretation I of an NLP P
is a set of ground literals whose atoms exhaust the Herbrand base Hp of P. le., any

2-valued interpretation [ is a set
I=I1Tul"

where I™ C Hp is the set of atoms which are true in I, and I~ =not (Hp\ ) is the set
of negative literals of I, corresponding to the atoms false in /. These interpretations are
called 2-valued because in them each atom is either true or false, i.e. Hp=1ITU|I"| and

InlI—|=0.

As argued in [206], interpretations of a given program P can be thought of as “possible
beliefs” representing possible states of our knowledge about the meaning of P. Since that
39
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knowledge is likely to be incomplete, we need the ability to describe interpretations in
which some atoms are neither true nor false but rather undefined, i.e. we need 3-valued
interpretations:

Definition 5.2. 3-valued interpretation. By a 3-valued interpretation I of a program
P we mean a set

I=ITul"

where It and |I~| are disjoint subsets of the Herbrand base Hp of P. The set I (the
true or positive part of I) contains all ground atoms true in I, the set I~ (the false or
negative part of ) contains all ground negative literals with corresponding atom false in
I, and the truth value of the remaining atoms is undefined (or unknown). We sometimes
refer to the undefined atoms of I as I".

It is clear that 2-valued interpretations are a special case of 3-valued ones, for which
Hp = ITU|I"| additionally holds, having I* = ) in consequence.

Proposition 5.1. Interpretation as function. Any interpretation I can equivalently
be viewed as a function I : Hp — V where V = {0,4,1} defined by:

59
0 if not A €l
I(A)=14 3 if A el
1 if A cI"

where I(not A) =1—1(A).

Of course, for 2-valued interpretations there is no atom A such that I(A) = % Actually,
I(A) = % iff A € I, which is only the case when [ is a 3-valued interpretation which is

not a 2-valued one.

5.2 Rule Satisfaction and Models

Definition 5.3. Interpretation Satisfaction. Let I be a 2-valued interpretation, and
S an arbitrary set of literals. We say that I satisfies S, written I = S, iff IT D ST and
I—285.

Definition 5.4. Interpretation Default Satisfaction. Let I be a 3-valued interpre-
tation, and S an arbitrary set of literals. We say that [ satisfies S by default, written
IES iff ITDStand I~ DS .
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Proposition 5.2. Interpretation Satisfaction implies Interpretation Default
Satisfaction. [ is a 2-valued interpretation and I satisfies S, then I also satisfies S by
default.

Proof. Trivial from Definitions 5.1, 5.2, and 5.3, 5.4. O]

Since the body of a rule is an arbitrary set of literals, we can establish a useful
relationship between an interpretation and the body of a rule:

Definition 5.5. Interpretation Satisfies Rule. We say a 3-valued interpretation [/
satisfies a rule r of a program P by default, written [ |=r, iff

(head(r) € ]+) v (] b~ body(r))

Informally, a 3-valued interpretation satisfying a rule by default means the head of the
rule is true in I or the body of the rule is not satisfied by default in I (either by having
one positive literal in the body which is not in I™, or by having a negative literal in the
body whose corresponding positive literal is in 1),

Models are defined based on the rule satisfaction by default notion:

Definition 5.6. 3-valued model. A 3-valued interpretation I is called a 3-valued
model of a program P (abbreviated as I |= P) iff for every ground instance of a program
rule r € P we have [ =r.

The special case of 2-valued models has the following straightforward definition:

Definition 5.7. 2-valued model. A 2-valued interpretation [ is called a 2-valued
model of a program P (abbreviated as I = P) iff for every ground instance of a program
rule r € P we have [ 1.

We also refer to 2-valued models as Classical Models (CMs) of P, and write CMp(M)
to denote M is a Classical Model of P, and CM(P) to denote the set of all Classical
Models of P.

When considering Constrained NLPs (cf. def. 3.2) models (either 2- or 3-valued ones)
must comply with the additional requirement of not including the reserved atom L. I.e.,

Definition 5.8. Constrained model.  An interpretation I is called a constrained
model of a Constrained NLP P = PUC, where C is the set of Integrity Constraints, iff I
is a model of PUC and L ¢ I.
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It follows immediately from definitions 5.5 and 5.8 that a constrained model I of PUC
is such that I [~ body(r) for every Integrity Constraint rule r; € C.

When considering a paraconsistency approach, one can also be interested in paracon-
sistent models.

Definition 5.9. Constrained paraconsistent model. An interpretation I is called
a constrained paraconsistent model of a Constrained NLP P = PUC, where C is the set
of Integrity Constraints, iff I is a model of PUC and L € I.

These orderings among interpretations and models will be useful:

Definition 5.10. Classical (or Truth) ordering. If I and J are two interpretations
then we say that [ < J if I(A) < J(A) for any ground atom A. If Z is a collection
of interpretations, then an interpretation I € Z is called minimal in Z if there is no
interpretation J € Z such that J <1 and I # J. An interpretation [ is called least in Z if
I < J for any other interpretation J € Z. A model M of a program P is called minimal
(resp. least) if it is minimal (resp. least) among all models of P.

We write M Mp(M) to denote that M is a Minimal Model (MM) of P, and MM (P)
to denote the set of all MMs of P.

Definition 5.11. Fitting (or Knowledge) ordering. If I and J are two 3-valued
interpretations then we say that I <p J [101] iff ] C J (where C is set-inclusion). If Z
is a collection of interpretations, then an interpretation I € 7 is called F-minimal in Z if
there is no interpretation J € Z such that J <gp I and I # J. An interpretation [ is called
F-least in Z if I <p J for any interpretation J € Z. A model M of a program P is called
F-minimal (resp. F-least) if it is F-minimal (resp. F-least) among all models of P.

Note that the classical ordering is related with the number of true atoms — one could
say it is a Truth Ordering, — whereas the Fitting ordering is related with the amount of
information, i.e. non-undefinedness — a Knowledge Ordering.

Finally, we can formally define what a semantics for Normal Logic Programs is.

Definition 5.12. Semantics for (Constrained) Normal Logic Programs. A se-
mantics S for (C)NLPs is a mapping, which assigns to every (C)NLP P a set Modelsg(P)
of models of P such that Modelsg(P) = Modelsg(ground(P)), where ground(P) stands
for the Herbrand instantiation of P. We also write Sp(M) to denote that M is a model
of P according to S.
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Equipped with the understanding of the structure of NLPs and the basic semantics con-
cepts we now turn to build a general semantics framework for NLPs.







6 . Semantics Building Tools

The least of things with a meaning is
worth more in life than the greatest
of things without it.

C.G. Junag

In subsection 1.2.1 we saw that the quest for deductive reasoning with Logic Programs
spins around the central axis of semantics, i.e., answering the question “which should be
the intended models of a program?”. Determining which interpretations are considered
models is essential to both skeptical and credulous entailment, i.e., cautious and brave
deductive reasoning.

In the context of Knowledge Representation and Reasoning using Normal Logic Programs,
a semantics can be seen as a set of criteria to choose which interpretations, i.e., sets of
truth values assigned to the atoms of a program, to accept as models (cf. Definition 5.12).
This presupposes that there might be some degree of freedom in choosing the atoms’ truth
values, which immediately raises the question of what may provide or restrict such degrees
of freedom.

In this chapter we first depict some general criteria which can be used as guidelines to ac-
cept or reject as models candidate interpretations — these include the notions of support,
and set inclusion minimality. Then, we review some known syntactic methods to reduce
the set of candidate models by imposing restrictions on the degrees of freedom in choosing
truth values for atoms. Finally, we review the current State-of-the-Art semantics (both
2- and 3-valued) and outline the motivation and need for a new 2-valued semantics for
Normal Logic Programs. The contributions in this chapter stem from the research that
lead to our publications [193, 194, 196, 197, 198].

45
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6.1 The Notion of Support

Several semantics (Minimal Models, Clark’s Completion [149], Perfect Models [207], Sta-
ble Models [113], Well-Founded Semantics [109], Default Extensions [213], etc.) agree
that whenever some interpretation I satisfies the body of a rule r (i.e., I |= body(r), cf.
Definition 5.3), then head(r) € I must hold in order for I to be considered a candidate
model. This guideline mirrors the classical logic inference rule known as modus ponens:
from a known (or believed) to be true premise, and an implication with that premise as
antecedent, we must conclude (or believe in) the truth of the consequent. Formally, this
is rendered by

(Hrep(] = body(r) A head(r) ¢ ]+)) = I ¢ Modelsg(P)
which is equivalent to
I € Modelsg(P) = (VreP(I b= body(r) V head(r) € [+))

i.e. (cf. Definition 5.5),
I € Modelsg(P) = Vyepl =71

where the right-hand side of the implication corresponds to the definition of classical
model (cf. Definition 5.7). So, this guideline requires that all models of a given semantics
to be classical models of the program:

I € Modelsg(P)= CMp(I)

Some semantics take this guideline one step further and require all individual atoms
of I'™ to have an individual support. Such requirement is known as classical support.

Definition 6.1. Classically Supported interpretation. An interpretation I is clas-
sically supported iff for every atom A € I there is some rule r € P with head(r) = A such
that I = body(r). When [ is a 2-valued interpretation, this notion of support requires all
the literals in the body of some rule for A (even when trivially so because there are none)
to be true under I in order for A to be classically supported in I, because |I| exhausts
Hp. In this case we also say r and A are classically supported.

There may also exist classical models (CMs) which are not classically supported as
the former (Definition 5.7) does not imply the latter (Definition 6.1), while the inverse
implication holds. For this reason, there might also be cases where some non-classically
supported CMs may be accepted as models by a semantics (e.g., as it happens with simple
Minimal Models semantics). Nonetheless, the classical notion of support has been consid-
ered by several LP semantics as a sine qua non condition for their models. The classical
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support requirement, however, has its drawbacks as, namely, it may prevent model exis-
tence altogether. For example, the program with just the rule a <— not a has no classically
supported model, though it has a minimal one. This hints that the classical support
notion might be too restrictive and that a slightly more relaxed notion of support may be
necessary to allow for model existence guarantee. In fact, if a semantics only accepts as
models classically supported interpretations it risks missing some useful theoretical prop-
erties (besides model existence) with practical implementations consequences as we shall
see below, in Section 6.5. For example, model existence guarantee is an indispensable
condition for, say, Relevance (cf. 6.5.5.2).

We now introduce a slightly more relaxed notion of support, that of layered support,
which is in accordance with the Layering notions of Chapter 3 with recourse to the body(r)
notation presented at the end of subsection 3.2.1! in page 29.

Literals in body(r) are, by definition, not in loop with r and hence the rules for those
literals are necessarily placed in layers strictly lower than that of . Notice that, e.g., in
a rule r = a < a, we have body(r) = (), i.e., the part of the body in loop includes the atom
a which, in this case, coincides with the head of the rule, thus leaving the set of literals

of body(r) not in loop — body(r) — empty.

Definition 6.2. Layer Supported interpretation. We say an interpretation I of
P is layer supported iff every atom a of I is layer supported in /. Given a NLP P and
some interpretation I with atom a € I, we say a is layer supported in [ iff there is some
rule 7 in P with head(r) = a such that I |= body(r). Likewise, we say the rule r is layer
supported in [ iff I = body(r).

The notion of layered support requires that all body(r) literals be true under [ in order
for head(r) to be layer supported in I. Hence, if body(r) is empty, r is ipso facto layer
supported.

Proposition 6.1. Classical Support implies Layered Support. Given a NLP P,
an interpretation I, and an atom a such that a € I, if a is classically supported in I then
a is also layer supported in I.

Proof. Knowing that, by definition, body(r) C body(r) for every rule r, it follows trivially
from Definitions 6.1 (classical support) and 6.2 (layered support), that a is layer supported
in [ if a is classically supported in I. O

IThe current notion of layered support is the product of a series of evolving steps previously published
[193, 194, 196, 197].
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6.2 Minimality

Set inclusion minimality (which refers to Definition 5.10) is also usually a guideline in
restricting which interpretations can be accepted as models. Seeing models as sets of
beliefs, whole model minimality can be understood as a form of skepticism in the sense
that it would correspond to minimality of beliefs.

When performing abductive reasoning, for example, (cf. subsection 1.2.3 and Chap-
ter 10), typically minimality is not strictly required of abductive solutions. Abduction can
be modeled in Logic Programming, and in particular with ASP [65, 108, 142, 205, 237] sys-
tems, via NLP rules; i.e., an originally abductive LP can be syntactically transformed into
a regular NLP (cf. Section 10.1) to be used under some LP system without any specific
abduction mechanisms. In this sense, there is no fundamental difference between an NLP
and an abductive LP, just as there is no fundamental difference between deductive and
abductive reasoning (cf. Chapter 10), once suitable corresponding NLP representations
are employed.

When we envisage models of a program as a set of hypotheses (akin to abduction)
plus the consequences they entail via the rules of the program, the maximal skepticism
principle can be seen as applicable only to the set of hypotheses, i.e., the minimality
requirement aims at minimal sets of hypotheses, not necessarily minimal sets of conse-
quences. The motivation behind minimality is the Ockham’s razor principle mentioned
in 1.2.3, which is concerned with making the “fewest assumptions” possible. Taking this
approach one now needs to identify the set of assumable hypotheses — we do this in Chap-
ter 8. The best known and used semantics (review in Section 6.4) require whole model
minimality which makes no distinction between hypotheses and consequences because, for
minimal models, minimality of hypotheses and minimality of consequences coincide. In
this thesis we make the distinction clear and require minimality of hypotheses alone — in
Chapter 8 we define the new Minimal Hypotheses semantics based on this approach.

The minimality requirement is usually applied to the whole model, but we take a
hypotheses assumption perspective to semantics (akin to abduction), where we consider
the truth-value of some literals as potentially assumable hypotheses. Under this setting,
models of the semantics are the sets of assumed hypotheses plus the consequences they
entail (as long as they result in a classical model), and thus the minimality (skepticism)
principle should be applied to the set of assumed hypotheses and not necessarily to the
whole model — whole model minimality can be imposed as an optional additional require-
ment if so desired, with attending cost. We fully explore the minimality of hypotheses
semantics path in Chapter 8.

These two possibilities of minimality (of the assumed hypotheses set, and of the whole
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model including the hypotheses and their consequences) are not exclusive and indeed they
can be both required, although, in that case, with possibly an increased level of complexity
in reasoning tasks.

6.3 Syntactic-based Restrictions on Models

The syntactic structure of a program can be used to restrict the truth-values of literals in
the program. This is especially true for Definite and for Locally Stratified Logic Programs
where the truth-values of all literals in the program are unambiguously determined simply
by the syntactic structure of the program’s rules.

6.3.1 Definite Logic Programs

The seminal paper [96] showed that the semantics of definite programs, where only positive
literals can be used to write rules, should single out one model: the least Herbrand model
(also known as simply the “least model”), known to be both classically supported (cf.
Definition 6.1) and set inclusion minimal (cf. Definition 5.10 and Section 6.2).

One way to calculate the least model of a definite ground program is by means of
the T" operator by Van Emden and Kowalski [96]. For self-containment, we include the
formal definition of the T operator, original from [96], but presented here according to
the notation of [246] more similar to our overall notation.

Definition 6.3. T' operator [96, 246]. Let P be a definite and ground Normal Logic
Program, and I an interpretation of P.

Tp(I) ={head(r):r € P Abody(r) C I}

The T operator returns the set of the heads of rules of P whose bodies are true in 7. It
follows immediately that Tp(I) can be equivalentely defined as

Tp(I) ={head(r):r € PA(body(r)\I) =0}
Tp(I) = facts({head(r) <— (body(r)\I):r € P})
- TP([) = T{head(r)%(body(r)\[):TEP} ((Z))

The T operator is called the immediate consequences operator because it allows us to
extract the consequences of assuming [ true in P.
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The upward powers of Tp starting from an interpretation I are defined as follows:

() = 1
TEN(I) = Tp(ThH(I)), for i >0

B0 = UTh)

The least Herbrand model of a definite ground NLP P is the Least Fixed Point of the
T operator applied to P, i.e., [fp(Tp) =TH(0). It follows immediately from this definition
and the monotonic character of the Tp operator that the C relation is a well-founded total
order of the set {T5(0):0 < a}.

It is worthwhile noticing that the [ fp(Tp), being equal to T(0), is a strict superset of
the empty set ) iff there are facts in P; i.e., if the < dependency relation between layers
of P (cf. Definition 2.11) is well-founded, or, equivalently, if not all rules of P have a
transfinite number of layers below them.

By definition of fived point it also follows that I fp(Tp) = T%(0) = T (0) = Tp(TE(0)) =
T{head(r)+(body(r\TE 0)):rep} (D) = facts({head(r) < (body(r)\ T (D)) : r € P}).

From a computational perspective, the calculus of Ifp(Tp) = T§(0) by iterating cu-
mulative applications of the Tp operator can be viewed as a syntactic incremental process
of establishing semantic information; in this particular case, the least Herbrand model of

P.

6.3.2 Locally Stratified Logic Programs

In [207] Przymusinski defined the class of locally stratified programs and showed it to be
a superset of the class of stratified programs. Lemma 4.1 of [41] shows that a “program P
is locally stratified if, and only if, the negative dependency relation of P is well-founded.”
As it is well-known, a relation is said to be well-founded iff 1) it is acyclic; and 2) it has
finitely long descending chains only. This means that locally stratified programs have no
loops over default negated literals (DNLs), nor do they have infinitely long descending
chains over DNLs (cf. Example 3.5). Moreover, also in [207], Przymusinski defined the
perfect model semantics and showed that every locally stratified program has a unique
perfect model, being a classically supported minimal model of P. Later (theorem 6.1 of
[109]) it was shown that, for locally stratified programs, the perfect model coincides with
the Well-Founded Model (we overview the Well-Founded Semantics and its Well-Founded
Model in more detail in 6.4.2.1). In this context, the uniqueness of model of P is enough
to say that, from a model-theoretic perspective, locally stratified logic programs are as
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semantically determined (only allowing for one model) as definite programs. From this
we can conclude that the only possible source of existence of several alternative models
for a program rather than just one, relies on there existing loops over DNLs.

Intuitively, locally stratified programs are programs with no SCCs over DNLs in their
ground version, and for this particular class of programs the following theorem holds
trivially.

Theorem 6.1. Layered Support implies Classical Support for Acyclic Pro-
grams. Let P be an acyclic logic program, I an interpretation, and a € I an atom. If a
is layer supported in P, then a is also classically supported, and vice-versa.

Analogously to what happens with definite logic programs, one can hence calculate the
unique model for a locally stratified LP by means of an alternative deterministic operator:
the program Remainder one (denoted by P), which was defined in [45] for calculating the
Well-Founded Model and, as said above, coincides with the unique perfect model for
locally stratified LPs. The Remainder can thus be seen as a generalization for NLPs of
the T operator, the latter applicable only to the subclass of definite LPs.

6.3.2.1 Program Remainder operator

For self-containment, we include here the definitions of [45] upon which the Remainder op-
erator relies, and adapt them where convenient to better match the syntactic conventions
used throughout this thesis.

Definition 6.4. Program transformation (def. 4.2 of [45]). A program transfor-
mation is a relation — between ground logic programs. A semantics S allows a transfor-
mation — iff Modelsg(P)) = Modelsg(P) for all P and Py with Py — P». We write —*
to denote the fixed point of the + operation, i.e.,

P +—* P’ where ﬂp//iplpl — P

Definition 6.5. Positive reduction (def. 4.6 of [45]). Let P and P be ground
programs. Program P» results from Pj by positive reduction (P — p P») iff there is a rule
r € Py and a negative literal not b € body(r) such that b ¢ heads(Py), i.e., there is no rule
for bin Py, and Po = (P \ {r}) U{head(r) < (body(r)\ {not b})}.

Definition 6.6. Negative reduction (def. 4.7 of [45]). Let P; and P> be ground
programs. Program P, results from Py by negative reduction (Py—pn Pp) iff there is a
rule r € Py and a negative literal not b € body(r) such that b € facts(Py), i.e., b appears
as a fact in Py, and P, = P\ {r}.
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The negative reduction of [45] is consistent with the classical notion of support, but
not with the layered one. Therefore, we introduce now a layered version of the negative
reduction operation.

Definition 6.7. Layered negative reduction. Let P; and P be ground programs.
Program P; results from P; by layered negative reduction (Py —pn P3) iff there is a rule
r € Py and a negative literal not b € body(r) such that b € facts(P;), i.e., b appears as a
fact in P, and Po = P\ {r}.

This more cautious layered negative reduction has a direct translation (cf. Propo-
sition 3.5) to deleting the rules that depend on the negation of a fact only if there are
no other rules in loop with it, i.e., the negation of the fact is in the part of the body
determined by rules of layers strictly below that of the rule being deleted.

Proposition 6.2. Layered negative reduction deletes at most the same rules
as Negative reduction. Let P be an NLP, and P w— N Pry, and P~y Py. Then,
Pry 2 Py.

Proof. Trivial from Definitions 6.6, and 6.7. O
Proposition 6.3. Layered negative reduction adds only polynomial complexity

to Negative Reduction.

Proof. The Rule Layering can be calculated in polynomial time since it is equivalent to
identifying the SCCs in a graph [235], in this case, CRG(P). Once having the Rule
Layering, the Atom Layering can be calculated in linear time.

Once both Rule and Atom Layerings of a given P are established, the body(r) and
body(r)“f (") subsets of body(r), for each rule r, are identifiable in linear time — one needs
to check just once for each literal in body(r) if it is also in body(r) or in body(r)=/(").

Therefore, these polynomial time complexity operations are all the added complexity
Layered negative reduction adds over regular Negative reduction. O]

Definition 6.8. Success (def. 5.2 of [45]). Let P; and P, be ground programs.
Program P, results from P; by success (Py —>g P,) iff there are a rule r € P; and a fact
b€ facts(Pr) such that b € body(r), and Pa = (P \{r})U{head(r) < (body(r)\ {b})}.

It is easy to see that, when P is a definite program, the Success operation is closely
related to the T operator (Definition 6.3) in the sense that

T%(0) = facts(P?), where P —% PS
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Definition 6.9. Failure (def. 5.3 of [45]). Let P; and P; be ground programs.
Program P, results from P, by failure (Py —p P) iff there are a rule r € P; and a
positive literal b € body(r) such that b ¢ heads(Py), i.e., there are no rules for b in P;, and

P,= P\ {r}.

Definition 6.10. Loop detection (def. 5.10 of [45]). Let P; and P> be ground
programs. Program P, results from P; by loop detection (Py — P») iff there is a set A
of ground atoms such that

1. for each rule r € Py, if head(r) € A, then body(r)N.A # 0,
2. Py:={r e Pilbody(r)NnA=0},

3. P+ Ds.

We are not entering here into the details of the loop detection step, but just taking
note that 1) such a set A corresponds to an unfounded set (cf. [109]); 2) loop detection
is computationally equivalent to finding the SCCs [235] in the ERG(P) graph, as per
Definition 3.5, and is known to be of polynomial time complexity; and 3) the atoms in the
unfounded set A have all their corresponding rules involved in loops (cf. Definition 2.7)
where all heads of rules in loop appear positive in the bodies of the rules in loop.

Example 6.1. Loop detection and elimination. Let P =

a <+ b
b < a
c

Then, applying the loop detection operation s, to P we obtain P’ =
c

The loop detection is finding and deleting the loop over the rules a <— b, c and b <— a because
all the heads of the rules forming the loop appear as positive literals in the bodies of the
loop’s rules — for this reason we call this a positive loop. The unfounded set A as per
Definition 6.10 above is A= {a,b}.

From a philosophical or argumentation-theoretic perspective, the loop detection trans-
formation corresponds, grosso modo, to detecting and eliminating positive self-referential
arguments which are not unlike the begging the question fallacy. [2] defines the Begging
the Question argumentation fallacy as
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“A form of circular reasoning in which a conclusion is derived from premises
that presuppose the conclusion.”

In essence, the loop detection transformation detects such positive-self-referential sets of
rules and discards them as a means to support belief in the consequents (heads) of the
rules involved.

Definition 6.11. Reduction (def. 5.15 of [45]).
Let — x denote the rewriting system: +—x:=—pU—»yUrrgUr—pUr.

Definition 6.12. Layered reduction.
Let — 1 x denote the rewriting system: —x:=—pUr—yU—gU—pUHr.

Lemma 6.1. Layered reduction deletes at most the same rules as Reduction.
Let P be an NLP, and P x Prx, and P+ x Px. Then, Prx O Px.

Proof. From Definitions 6.11, and 6.12 we know that the only difference between — x
and > x relies on the —y and —n individual transformations. From Proposition 6.2
we know that, for every program P, P+ n Pry, and Py Py, Pry 2 Py holds.
Therefore, having P +—1x Prx and P +—x Px, we conclude Prx O Px. O

Definition 6.13. Remainder (def. 5.17 of [45]). Let P be a program. Let the
program P satisfy

1. ground(P) —% P,

2. P is irreducible w.r.t. —x, i.e., there is no P’ # P with P —x P

Then P is called the remainder of P, and is guaranteed to exist and to be unique to P.
Moreover, the calculus of —% is known to be of polynomial time complexity [45]. When
convenient, we write Rem(P) instead of P.

Lemma 5.18 of [45] shows that “Every program P has a program remainder, i.e., the
rewriting system —x s terminating.” Also important is Corollary 5.22 of [45] showing
that “The rewriting system +—x is confluent and the program remainder P is the UNique
normalform of ground(P) w.r.t. —x.”

Definition 6.14. Layered Remainder. Let P be a program. Let the program P
satisfy

1. ground(P) —% s P,
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2. P is irreducible w.r.t. /., i.e., there is no P’ with P+ x P’

Then P is called a layered remainder of P. Since Pis equivalent to 16, apart from the
difference between — n and >, it is trivial that P is also guaranteed to exist and to be
unique for P. Moreover, the calculus of 7 y is likewise of polynomial time complexity
because — 1,y is also of polynomial time complexity. When convenient, we write L Rem(P)
instead of P.

The Layered Remainder differs from the Remainder only the application of the Lay-
ered Negative Reduction instead of the Negative Reduction. Since the Layered Negative
Reduction is but a conditional application of the Negative Reduction, by the same token,
the rewriting system 7 x is also confluent and the program layered remainder P is the
unique normalform of ground(P) w.r.t. —px.

Example 6.2. P versus P. Let P be

— notb
— notc
<~ nota

[SEN e R

We can clearly see that the single fact rule is in layer 1 and that the remaining three rules
forming the loop are in layer 2 (because they all depend on the fact rule a which, in turn,
does not depend on any other rule).

P is the fixed point of —x, i.e., the fixed point of —wp Uy Ur—gU—>p Uy,
Since a is a fact, the —y (Negative reduction — Definition 6.6) transformation deletes
the ¢ < not a rule; i.e., Py P’ is such that P’ =

a <+ notbd
b +— notc
a

Now in P’ there are no rules for ¢ and hence we can apply the —p (Positive reduction
— Definition 6.5) transformation which deletes the not ¢ from the body of b’s rule; i.e,
P'+—p P" where P" =

a < notb

b

a

Finally, in P" b is a fact and hence we can again apply the —y obtaining P"” —p P
where P" =

b
a
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upon which no more transformations can be applied, therefore P = P".

On the other hand, P is the fixed point of — x, i.e., the fixed point of —p U N
Urrg U—pr U, To calculate P the only applicable transformation is the —pn (Lay-
ered negative reduction — Definition 6.7) — which can potentially affect the ¢ < not a
rule because there is a fact rule a.

However, the ¢ < not a rule also depends on the a < not b rule which depends (indirectly
through the b < not ¢ rule) on the ¢ < not a;

therefore we have body(c < not a) = body™ (¢ ) (¢« not a) Ubody(c < not a) = {not a}U
0, i.e., body(c < not a) = (.

This means that the Layered negative reduction transformation, which considers only the
body(c <— not a) part of the rule’s body, in this case, has no effect leaving the ¢ < not a
rule intact.

Since there are no more applicable transformations of the Layered reduction, we end up
with P = P, quite different from P, because the Layered Remainder respects Layered
Support.

Lemma 6.2. The rules of the Remainder are “sub-rules” of the Layered Re-

mainder. Let P be an NLP. Then, V53, p(head(r) = head(r") Abody(r) C body(r')).

All the individual transformations of both the Remainder and Layered Remainder
operators are patently deterministic: they rely solely on the irrefutable truth of facts;
the falsehood of atoms with no rules, and of those that uniquely depend positively on
themselves; and propagate those deterministically known truth-values to all the rules
that depend on them. As a consequence of the deterministic nature of the simplifications
performed by both the Remainder and Layered Remainder, it turns out that all the heads
of rules of }3, respectively }07, that are not simply facts correspond to literals whose truth-
value is not determinable by the truth of facts and falsehood of atoms with no rules
(or only positive self-referential rules) alone. For locally stratified programs all literals
become determined via Remainder 13, but this is not true in general for arbitrary normal
logic programs.

6.3.3 Full-fledged Normal Logic Programs

The results from the previous subsections 6.3.1 and 6.3.2 show that, in what NLPs in gen-
eral are concerned, the unique source of semantic model indeterminism (allowing for more
than one acceptable model) must come from non-well-founded negative dependencies, i.e.,
when the NLP has loops over DNLs, or a transfinite number of layers with negative de-
pendencies between rules of those layers (cf. Example 3.5). Under these circumstances
DNLs may be envisioned as assumable hypotheses, or free choices, as proposed by [129].
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In fact, it is precisely the non-stratification of DNLs that takes away the determinism
in the truth-value assignment to literals allowing, in general, for several 2-valued models
for the program.

Several attempts at finding the “right” 2-valued semantics have been made in the
past decades, i.e., which 2-valued interpretations to accept as models, and one of the
major concerns with those attempts was precisely how to deal with non-stratified default
negation. We now review the most successful 2-valued and 3-valued approaches so far.

6.4 State of the Art Semantics

Over the past few decades the scientific community dedicated to knowledge representation
and reasoning problems has developed a number of different semantics for Logic Programs.
In fact, the history of the semantics for LPs has been one of successive attempts at
providing a 2-valued consistent semantics for all NLPs. The process of defining a semantics
has been guided by both the classical notion of support for rules and the minimality of
models. However, when dealing with cases like some kinds of loops and transfinite number
of Layers, the classical notion of support leads to unintuitive results. Some attempts to
circumvent such undesired results resorted to the third logical truth-value, the undefined.
In some cases a 3-valued semantics is actually desired and useful, but it is not an acceptable
solution when a 2-valued semantics is what one really needs.

2-valued semantics — like the Minimal Models [38], Clark’s Completion [60], Perfect
Models [207], and the Stable Model [113], amongst others — strive to achieve the most
complete information possible, assigning a truth-value to every atom, if possible. But in

spite of their effort and insistence, none have been able to provide a semantics to every
NLP.

3-valued semantics — like the Well-Founded Semantics [109] — sacrifice complete
true-or-false information about every atom in favor of some desirable properties that
some 2-valued semantics lack. The 3-valued semantics also assign a truth-value to every
atom — in some cases the truth-value is undefined.

There are also other approaches, including multi-valued logics. Some of these multi-
valued logics semantics tend to enter the realms of probabilistic reasoning, fuzzy-logic
[154, 159] or other similar domains; while others consider several logical values due to the
nature of the specific problem they are used to solve [27]. We leave this class of multi-
valued /probabilistic/fuzzy logics outside the scope of this thesis as we are here focusing
on Normal Logic Programs.
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6.4.1 Two-Valued Semantics

There are several 2-valued proposals for semantics of Logic Programs: Minimal Models,
Clark’s Completion, Stable Models, are some of the best well-known examples.

Generally accepted by the scientific community working on 2-valued semantics for
Logic Programs as the de facto standard, the Stable Models semantics [113] gives exactly
the results one intuitively expects in most cases.

6.4.1.1 Stable Models

The semantics of Stable Models (SM) [113] is a cornerstone for the definition of some
of the most important results in logic programming of the past more than two decades,
providing an increase in logic programming declarativity and a new paradigm for program
evaluation.

Definition 6.15. Stable Model ([113]). In their famous paper presenting Stable
Models, Michael Gelfond and Vladimir Lifschitz defined a method to check if an interpre-
tation M is a Stable Model of a Normal Logic Program P. This method is enounced in
three steps:

1. Calculate a transformed NLP P/M by deleting from P all rules r having not A €
body(r), where A € M. Then delete from all other rules all the remaining default
literals. This step is known as the Program division P/M. In a more compact
manner,

P/M = {head(r) < body(r)™ :r € PA(|body(r)~|Nn M) =0}

2. Since P/M is negation-free it has a unique Least Herbrand Model which we can
calculate through the iteration of the van Emden and Kowalski’s 7" operator [96].
The Least Model is the Least Fized Point of the T operator applied to P/M, i.e.,

LEp(Tpjar) = T8, (0).
3. Check if M equals the calculated Least Model of the transformed Program.
M is a Stable Model of P iff M* =T, (0).

In this document we also use an alternative notation for 7,,,(0), which is I'p(M).

M is thus an SM of P iff M+ =T p(M). For any interpretation I, we consider I'%(1) =1,
and T'5M (1) = Tp(Th(1)).
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Intuitively, the first two steps of the method described above in Definition 6.15 can
be envisioned as calculating the consequences of the rules in P, according to the classical
notion of support, assuming true the atoms in M and all the others false. IL.e., I'p(M)
is the set of those classically supported consequences. It is also worth noticing that, by
definition of SM, requiring M™ = Tl".ﬁ/M((Z)) implies requiring M+ to be a well-ordered
set in the sense pointed out after Definition 6.3 (T operator). Moreover, SMs obeys the
Closed World Assumption (CWA), whereby atoms without rules will be false, thereby
maximizing falsity whenever there is that particular absence of rule option. Alternatively
and equivalently, one could say that it minimizes truth in such cases. This remark will
become valuable as a point of view, when further on we will speak of minimizing positive
hypothesis as a means to deal with loops over default negated literals.

The SM semantics enjoys a set of properties, namely: 1) every SM is a minimal model;
2) every SM is classically supported (Definition 6.1); and 3) the definition of SM is very
simple: it only resorts to a fixed point of the I'" operator. On the other hand, there are
quite a few useful properties the SM semantics lacks, namely: 1) guarantee of model ex-
istence for every NLP; 2) relevance; 3) cumulativity.
The formal definition of these properties can be found in subsection 6.5.5. For now we
stay with their intuitive meaning and the possibilities they open for semantics who enjoy
them: relevance means that the truth of a literal can be determined considering solely
the rules it syntactically depends upon, and cumulativity means that the whole semantics
of the program remains unchanged if atoms known to be true are added as facts (akin
to storing lemmas). The lack of these properties somewhat reduces SMs applicability in
practice?, namely regarding local knowledge reasoning (cf. subsection 1.3.2) and abduc-
tive reasoning (mentioned in Section 1.2 and explored in detail in Chapter 10), creating
practical difficulties in required computational processing. Top-down query-solving, a
form of local knowledge reasoning, is not possible under SM semantics precisely because
it does not enjoy the relevance property — and also because it does not guarantee the
existence of a model. In this local form of reasoning, there is no need to compute whole
models, like SM implementations do, but just the part of models that sustain the answer
to the query. Relevance would ensure these could be extended to whole models.

Example 6.3. Stable Models semantics misses Relevance and Cumulativity.
Consider the program P =

c<+not c
c<4not a
a<notb b+ nota

2In [68] the authors stress the importance of the cumulativity property and define an alternative more
credulous version of this property (dubbing it Extended Cumulativity — ECM, for short). They also show
that the SM semantics enjoys ECM although it does not enjoy cumulativity.



60

This program’s unique SM is {b,c}, therefore both b and c¢ are in the intersection of the
models, i.e., the SM semantics considers both b and c¢ as true. However, PU{c} has
two SMs {a,c}, and {b,c} rendering b no longer true in the SM semantics, which is the
intersection of its models. This demonstrates that SM semantics lacks Cumulativity (cf.
formal definition of cumulativity in Definition 6.36). Informally, Cumulativity means that
any atom in the intersection of models can be added to the program as a fact without
changing that intersection. Also, though b is true in P according to SM semantics, b is
not true in Relp(b) = {a < not b; b<— not a}, which shows SM semantics lacks Relevance
(cf. formal definition of relevance in Definition 6.30). Informally, Relevance means that
the truth-value of any atom in the intersection of models can be found by taking in
consideration just the relevant rules (in the call-graph) for that atom.

Moreover, a simple program like simply the rule a < not a has no SMs whatsoever, thus
proving the SM semantics lacks guarantee of model existence. In fact, the SM semantics
community uses this inability of SMs to assign a semantics in some cases where these
kinds of Loops are part of the program as a means to impose Integrity Constraints. E.g.,
writing rules such as a < not a, X, with no other rule for a. Here, the loop (with an
odd number of default negated literals) over a prevents any interpretation considering X
true from being stable according to (i.e., a fixed-point of) the I' operator. Since the SM
semantics cannot provide a semantics to this rule whenever X holds, this type of loop is
used as IC. When writing such ICs under SMs one must be careful and make sure there
are no other rules for a. But the really unintuitive thing about this kind of IC used under
SM semantics is the meaning of the atom a. What does a represent? a is nothing but an
artificially introduced and reserved atom in order to write an IC. It has no meaning in
itself, nor does it represent any concept present in the knowledge being modeled.

A number tools like SModels [166], DLV [59], or Clasp [108] (amongst many others) are
currently used to efficiently compute whole models according to the SM (or Answer-Set —
AS) semantics. Given the lack of relevance of SM semantics, whole model computation is
the only possible way to answer a query. Moreover, SM-based whole model computation
can only take place on a fully grounded program, thereby requiring SM implementations
to ground every rule with every possible combination of values for the variables. This
grounding step is itself a major source of computational effort. In fact, there are even
competitions for finding the most efficient grounder for SM-based systems. Once more,
whole program grounding is necessary because the SM semantics lacks relevance, even
when the user is not interested in finding a model for the whole program, but just in
finding an answer to a query not involving the whole program. With some other 2-valued
semantics enjoying relevance only the relevant part for a query would be ground, and this,
depending on the proportion of the relevant part versus the whole program, may have a
significant impact on the performance of practical implementations and tools.
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Furthermore, in an abductive reasoning situation with SM semantics, finding an ab-
ductive answer to a query requires computing a whole model which entails pronouncement
about every abducible whether or not it is relevant to the query at hand, and subsequently
filtering the irrelevant ones. If the underlying semantics being used — other than the SMs
— enjoys the relevance property, one can simply use a top-down proof-procedure (d la
Prolog), and abduce by need. In this second case, the user does not pay the price of com-
puting a whole model, nor the price of abducing all possible abducibles or their negations,
and then filtering irrelevant ones, because the only abducibles considered will be those
needed to answer the query.

The core reason SM semantics lacks all of these three properties (guarantee of model
existence for every NLP; relevance; and cumulativity) is that the well-foundedness of
classical support condition it imposes on models is impossible to be complied with on some
programs with loops (Definition 2.6), or a transfinite number of layers (as in Example 3.5).
Therefore, a 2-valued semantics guaranteeing model existence must not require classical
support, but it may resort to the more relaxed and sensible version of layered support.
And more sensible because it allows for solutions to all self-supporting loops over negation,
as we shall see.

6.4.2 Three-Valued Semantics

3-valued semantics usually have an elegant solution for most of the problems the 2-valued
semantics suffer: the undefined truth-value. By using a third unknown, or undefined,
truth-value, rules like a <— not a are neatly catered for. On the domain of 3-valued
semantics, the Well-Founded Semantics is by far the most generally accepted and used
one. In [21] it has been formally extended to embrace abduction.

6.4.2.1 Well-Founded Semantics

We can say the Well-Founded Semantics [109] (WF'S for short) is to 3-valued semantics
as Stable Models is to 2-valued semantics: they both consider as models the classically
supported interpretations. However, the WFS has some highly desirable properties which
SMs lack; namely, guarantee of model existence, Relevancy and Cumulativity. All of these
properties are enjoyed by the WFS because it assigns a semantics to rules like a < not a
and all other loops and also to Transfinite Support Chains, as in the case of Example 3.5.
The WE'S does so by resorting to the undefined truth-value. Moreover, the WFS has only
one Model — the Well-Founded Model (WFM) — whereas the Stable Models can have
several. However, the WFS in turn does not always produce a 2-valued model, though
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for specific applications these may be desired, nor guarantees 2-valued model existence.

Definition 6.16. Well-Founded Model ([109]). The WFS was defined in [109] and
has been studied and characterized in many ways. It being a 3-valued model we can
denote the Well-Founded Model (WFM) of a program P as

WEFM(P)=<WFM"(P),WFM"“(P),WFM~(P) >

where W FM™(P) denotes the set of atoms of P considered true in the WFM, W FM"(P)
denotes the set of atoms of P considered undefined in the WFM, and W F M~ (P) denotes
the set of atoms of P considered false in the WFM.

We now recall two convenient and equivalent definitions of the WFM. One definition,
taking advantage of the already defined I'p operator (Definition 6.15) used for the defi-
nition of Stable Model, is given in [37]: the W M F*(P) is the least fixed point of the I'%
operator (lemma 3 of [37]) — where I'%(I) =T p(T'p(I)), — and all the other components
of the WFM are defined using WFM™(P) as a basis. Le.,

WFEM*(P) = Ifp(lp)=(T3)“(0)

WFMTH(P) = Tp(WFM*(P)) — (lemma 2 of [37])
WFM“(P) = WFMY(P)\WFM*(P)=Tp(WFM*(P))\WFM"(P)
WFM~(P) = Hp\WFM"(P)

where H p is the Herbrand Base of P.

The other alternative definition of WEM, theorem 5.19 of [45], resorts to the program
Remainder transformation (cf. Definition 6.13) as follows:

= facts(]?)
heads(P)
WFMY%(P)\WFM*(P) = heads(P)\ facts(P)

= Hp\WFMT%(P)=%Hp\ heads(P)

S

T

=
/\/‘S/\/-\
\_/\F_';\_/\_/

I

It follows immediately from both alternative definitions that facts(P) = (I'%)*(#) and
heads(P) =T p(facts(P)).

WES enjoys the properties of relevance, cumulativity, guarantee (and uniqueness) of
model existence. Moreover, [45] shows that computing the WFM has polynomial time
complexity, and [232] hints that in some cases it can even be computed in linear time (in
particular, when there are no SCCs in the ERG(P) and, therefore, no need to perform
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the “loop detection—elimination of unfounded sets” step which is the only step of P with
a higher-than-linear complexity) [232].

The XSB-Prolog system [219] actually implements an incremental version of the Pro-
gram Remainder operator via the special predicate get_residual/2. The “get_residual”
naming comes from the fact that, originally and for efficiency reasons, this predicate
computed only the Program Residual, not the Program Remainder. In a nutshell, the
difference between the Program Residual and the Program Remainder is that the former
does not perform the loop detection, but resorts to program unfolding of positive liter-
als and deletion of tautologies (rules that have head(r) € body™(r)). Further details on
the differences between these operators can be found in [45]. In [232] and Section 11.1

we describe our contribution to the implementation of the loop detection mechanism in
XSB-Prolog.

The extension of WFS to Extended Logic Programs (ELPs) became known as WFSX
[176] — Well-Founded Semantics with eXplicit negation. Taking the extension process
one step further, a para-consistent version of the WFSX — the WFSXp [72] — has also
been defined. Under this new semantics, even if an atom and its explicit negation are
both true in the model, the truth-value of all atoms that do not depend on any of those
contradictory ones is not affected. Para-consistent Logic Programs [6] has been a fruitful
area of research and this could be an interesting possibility for future work under the

new semantics we propose in the sequel. As mentioned before, the abductive extension of
WES is covered in [21].

6.4.2.2 Layered Well-Founded Semantics

Since one definition of the Well-Founded Model (theorem 5.19 of [45]) is based upon the
Program Remainder operator (Definition 6.13) we can mutatis mutandis define a lay-
ered version of the Well-Founded Semantics based upon the Layered Program Remainder
operator (Definition 6.14).

Definition 6.17. Layered Well-Founded Model. The Layered WFS is a 3-valued
semantics with the Layered Well-Founded Model (LWFM) of a program P being defined
as

LWFM(P)=< LWFM™*(P),LWFM"(P),LWFM~(P) >

where
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(P) = facts(P)

(P) = heads(P) ] o

LWEMY(P) = LWFMT™(P)\LWFMT*(P)= hecgds(P) \ facts(P)
(P)

= Hp\LWFMT(P)="Hp\ heads(P)

Theorem 6.2. The Layered Well-Founded Model is more skeptical than the
Well-Founded Model. Let P be an NLP. Then

LWFM*(P) C WFM*(P)A
LWFM®(P) 2 WFM“P)A
LWFM~(P) C WFM~(P)

Taking a 3-valued interpretation perspective of both the WFM and LWFM, we have
(LWFMT(PYULWFM™(P)) <p (WFMT(P)UWFM™(P))

according to Definition 5.11.

6.4.2.3 Baral and Subrahmanian’s Stable Classes

In [36, 37], Baral et al. defined the Stable Classes (SCs) semantics, providing yet another
approach to three-valued semantics. Let us recall here the definition of SC resorting to
the definition of graph of interpretations.

Definition 6.18. graph(P) (definition 2.4 of [36]). Suppose P is a Logic Program.
Then graph(P) is a directed graph which is defined as follows:

o The vertices of graph(P) are the interpretations of our language

o There is an arc from interpretation I to interpretation J iff I'p(I) = J

Definition 6.19. Stable Class. Theorem 3 of [36] says that, for programs with a finite
Herbrand Base, Z = {I1,...,I,} is a non-empty strict stable class of P iff Z is a cycle in
graph(P); i.e., [i—i—l = FP(IZ'); and Il = Fp([n)

An important result from [37] established the relationship between the WES and the
Stable Classes. In a nutshell, theorem 4 of [37] says the WFS is captured by a particular
stable class C' of P, more concretely C'={WFM™*(P),WFM"%(P)}.
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Like any other 3-valued semantics, the Stable Classes semantics resorts to the undefined
truth-value to deal with loops over default negation. Depending on ones’ goals, that might
be exactly the desired outcome; but on the other hand, whenever a 2-valued complete
model is always necessary, a Stable Class might be a starting point, but, in general, not
the end result.

6.4.2.4 Dung’s Preferred Extensions

In [91] the author introduces the Preferred Extensions, which generalize SMs to the 3-
valued case. Most of the ideas and notions underlying the work we next present originate
from the Argumentation field — mainly from that foundational work of Phan Minh Dung.
For self-containment we provide the basic notions of argument (or set of hypotheses),
attack, conflict-free set of arguments, acceptable argument, and admissible set of argu-
ments (all originally from [91]). These notions serve as background for our argumentation
approach below where we shall introduce a 2-valued conservative extension of Dung’s
Preferred Extensions.

The relationships between argumentation and logic programs has been covered in
many other works, e.g., [15] which extends the argumentation framework for Extended
Logic Programs and consider other variants w.r.t. NLPs.; [167] that takes an argumenta-
tion approach to semantics of logic programs; and [42] where the authors take a general
argumentation approach to default reasoning.

Definition 6.20. Argument. In [91] the author presents an argument as

“an abstract entity whose role is solely determined by its relations to other
arguments. No special attention is paid to the internal structure of the argu-
ments.”

In this thesis, since we focus on Normal Logic Programs, we will pay special attention
to the internal structure of an argument. One common approach to arguments, when
considering NLPs are their representation system, is to consider an argument (or set of
hypotheses) as a set H of default negated literals of P, i.e., H Cnot Hp. Thus, a simple
argument not a of H (or simple hypothesis) is just an element of an argument H.

Using these notions of argument and simple argument we can define the set of Ar-
guments of P — Arguments(P) — as the set of all arguments of P, i.e., the set of all
subsets of not Hp.

Definition 6.21. Attack — Argument B attacks simple argument not a in P
[91]. In [91] Dung does not specify what the attacks relationship concretely is, this
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way ensuring maximal generality of the argumentation framework. In our present work,
since we are considering NLPs, and arguments as sets of default negated literals (each
a simple argument), the attacks relationship corresponds to the entailment of a positive
literal contradicting one simple argument of the attacked argument.

Formally, if P is a NLP, B € Arguments(P), and not a € not Atoms(P), we say B
attacks not a in P iff PUB k= a®. For simplicity, we just write attacksp(B,not a).

Abusing notation, we also write attacksp(B,A), where both A and B are Argu-
ments of P, to mean that Argument B attacks Argument A in P. This means that
ot acaattacksp(B,not a).

Definition 6.22. Conflict-free argument A [91]. An argument A of P is said to be
conflict-free iff there is no simple argument not a in A such that attacksp(A,not a). Le.,
A does not attack itself.

Definition 6.23. Acceptable argument [91]. An argument A € AR — where AR is
a set of arguments — of P is said to be Acceptable with respect to a set S of arguments
iff for each argument B € AR: if B attacks A then B is attacked by S.

Definition 6.24. Admissible argument A of P [91]. A conflict-free argument
A is admissible in P iff A is acceptable with respect to Arguments(P). Intuitively,
A is admissible if it counter-attacks every argument B in Arguments(P) attacking A.
Formally,

V BeArguments(P) Vnot acAattacksp(B,not a) = Jno pepattacksp(A,not b)

This definition corresponds to the definition of Admissible Set presented in [91]. Notice
that it is not required attacking set B to be consistent with its consequences.

Definition 6.25. Preferred Extension [91]. A Preferred Extension is a maximal
(with respect to set inclusion) admissible Argument of P.

In [91] the author also shows that “Every argumentation framework possesses at least
one preferred extension.” (Corollary 12 of [91]) and “Hence, preferred extension semantics
is always defined for any argumentation framework.”

The relation between preferred extensions and stable models is then analyzed in:

Definition 6.26. Stable Extension (Definition 13 of [91]). A conflict-free set of
arguments S is called a stable extension iff S attacks each argument which does not belong

to S.

3Where we transform all literals of the form not a in new positive literals not_a and then, by virtue
of ending up with a definite program, we can resort to the least model to determine entailment.
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and in:

Lemma 6.3. Stable Extensions are Preferred Extensions(Lemma 15 of [91]).
Every stable extension is a preferred extension, but not vice versa.

Finally, the author of [91] also says:

“Though stable semantics is not defined for every argumentation system, an
often asked question is whether or not argumentation systems with no stable
extensions represent meaningful systems? (...) we will provide meaningful
argumentation systems without stable semantics, and thus provide a definite
answer to this question.”

6.4.2.5 Our Argumentation Based Semantics

Dung’s Preferred Extensions covered in 6.4.2.4 extend the Stable Models in the sense that
every SM corresponds to a Stable Extension, and each Stable Extension is a Preferred
Extension; moreover, every NLP has at least one Preferred Extension. However, every
Preferred Extension that is not a Stable Extension (and, therefore, not a Stable Model)
leaves undefined the literals that are not stable, i.e., those that attack themselves. For
this reason, not all Preferred Extensions yield 2-valued complete models.

Assuming only negative hypotheses thus proved to be insufficient for guaranteeing
2-valued completeness of models. To respond to this lack we decided to take the next
step by allowing also positive hypotheses in our argumentation approach. In order to
keep consistency with the skeptical stance of maximal negative hypotheses, we had to
explicitly impose its dual: minimality of positive hypotheses. Our first attempt was [189]
where we also take the hypotheses assumption approach to semantics, applying it within
an argumentation context and demanding non-redundancy (Definition 11 of [189]) and
unavoidability (Definition 12 of [189]) of the set of positive hypotheses (positive literals
assumed as hypotheses) as well weak admissibility (Definition 10 of [189]) of the set of
negative hypotheses in order to construct a Revision Complete Scenario (Definition 13 of
[189]). Therein we defined a Revision Complete Scenario

Definition 6.27. Revision Complete Scenario (Definition 13 of [189]). Let P
be a NLP and H = HtYUH ™~ a set of positive (H") and negative (H~) hypotheses. We
say H is a Revision Complete Scenario iff

1. PUH is a consistent scenario and least(PU H) is a 2-valued complete model of P
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2. H™ is weakly admissible
3. HT is not redundant

4. HT is unavoidable

The intuition for a Revision Complete Scenario goes as follows: in order to guarantee
the Existence of a 2-valued total model for every NLP we allow positive hypotheses to be
considered besides the usual negative hypotheses. Under this setting, the easiest way to
solve the problem would be to accept every atom of a program as a positive hypotheses.
However, we want our argumentation based semantics to be the most skeptical possible
while ensuring compatibility among hypotheses.

To keep the semantics skeptical we want to have the maximal possible negative hy-
potheses and the minimum non-redundant positive hypotheses. Intuitively, a positive
hypothesis L is considered redundant if, by the rules of the program and the rest of
the hypotheses, L is already determined true; and a positive hypothesis L is considered
unavoidable if, the least model of the program plus the rest of the hypotheses minus L
is inconsistent; and a set H~ of negative hypotheses is weakly admissible iff for each
counter-hypothesis E' contradicting H~ we know that PUH~ UFE contradicts E. The
formal details of these and other notions we appeal to can be found in [189]; we do not
enter here their specific details as it would divert the reader too much from the main
thread of this thesis.

Later, in [188], and building upon our work of [189], we defined the Approved Models
semantics for NLPs taking again an argumentation approach that generalizes the Preferred
Extensions approach discussed in 6.4.2.4 in the sense that all Approved Models are 2-
valued complete containing a Preferred Extension.

Definition 6.28. Approved Models (Definition 13 of [188]). Let P be a NLP and
M = M1TUM™ a 2-valued interpretation of P. We say M is an Approved Model of P iff:
o M is an Approvable Interpretation of P, and

e M~ contains a Preferred Extension of P

where M is an Approvable Interpretation iff M~ is maximal given least(PUM) C M.

Although the Approved Models was another significant step forward it still had a
complex definition resorting to both negative and positive hypotheses. We then realized
we could solve the argumentation/semantics issue by virtue of a new paradigm: that of
positive hypotheses assumption alone, which is the topic of Chapter 8.
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6.5 Motivation for a New Semantics

“Why the need for another 2-valued semantics for NLPs since we already have the Stable
Models one?” This is the question we heard the most whilst pursuing this avenue of
research. The question has its merit since the Stable Models semantics is exactly what
is necessary for so many problem solving issues, but the answer to it is best understood
when we ask it the other way around: “Is there any situation where the Stable Models
semantics does not provide all the intended models?” and “Is there any 2-valued general-
ization of SMs that keeps the intended models it does provide, adds the missing intended
ones, and also enjoys the useful properties of guarantee of model existence, relevance,
and cumulativity?” When considering to answer these other questions there are several
approaches we can take.

6.5.1 Increased Declarativity

As we have seen in Definition 3.2, an IC is a rule whose head is 1, and although such syn-
tactical definition of IC is generally accepted by the Logic Programming community, the
SM semantics employs odd loops over negation, such as the a <— not a, X as discussed after
Example 6.3, to act as ICs, thereby mixing and unnecessarily confounding two distinct
Knowledge Representation issues: the one of IC use, and the one of assigning semantics
to loops. For the sake of declarativity, our position is that rules of the form in Defini-
tion 3.2 should be the only way to write ICs in a Logic Program: no rule, or combination
of rules, with head different from L should act as IC(s) under any given semantics. Rules
with “non-_L” head should only establish what can/must be true in a model given some
conditions stated in the body, and rules with | head should only establish which models,
although complying with the “non-1” head rules, must be discarded anyway because of
IC violation. To allow each of these kinds of rules to play the role of the other is to
sacrifice and withhold a degree of freedom from declarativity. If it were really indifferent
and acceptable the use of one or the other kind of rule for both KRR purposes, then there
would be no need for two different kinds of rules. But, as we shall see, that is not the
case.

2-valued model existence should only be “threatened” in Constrained NLPs (CNLPs),
but never in other NLPs, because only “_L-head” rules should play the role of rejecting
candidate models.
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6.5.2 Modelling Argumentation

Another insight, from an argumentation perspective, comes from [91], where the author
states:

“Stable extensions do not capture the intuitive semantics of every mean-
ingful argumentation system.”

where the “stable extensions” have a one-to-one correspondence to the Stable Models
([91]), and also

“Let P be a knowledge base represented either as a logic program, or as a
nonmonotonic theory or as an argumentation framework. Then there is not
necessarily a “bug” in P if P has no stable semantics.

This theorem defeats an often held opinion in the logic programming and
nonmonotonic reasoning community that if a logic program or a nonmonotonic
theory has no stable semantics then there is something “wrong” in it.”

Thus, a criterium different from the stability one must be used in order to model argu-
mentation more adequately.

In 6.4.2.4 and 6.4.2.5 we saw different approaches to argumentation based semantics.
Stable Models are known to correspond to Stable Extensions which are a particular case
of Preferred Extensions, and these stem from a negative hypotheses assumption approach.
Revision Complete Scenarios and Approved Models generalize the Preferred Extensions
approach to include also positive hypotheses. The semantics we propose in Chapter 8,
when seen from an argumentation stance, solves the semantics problem by resorting to
positive hypotheses only.

6.5.3 Allowing Arbitrary Updates and/or Merges

One of the main goals behind the conception of non-monotonic logics was the ability to
deal with the changing, evolving, updating of knowledge. There are scenarios where it is
possible and useful to combine several Knowledge Bases (possibly from different authors
or sources) into a single one [34, 78, 76, 130, 245], and/or to update a given KB with
new knowledge [12, 137]. Assuming the KBs are coded as IC-free NLPs, as well as the
updates, the resulting KB is also an IC-free NLP. In such a case, the resulting (merged
and/or updated) KB should always have a semantics. The lack of such guarantee when the
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underlying semantics used is the Stable Models, for example, compromises the possibility
of arbitrarily updating and/or merging KBs (coded as IC-free NLPs). In the case of self-
updating programs, the desirable “liveness” property is put into question, even without
outside intervention.

Example 6.4. Self-updating program with embedded odd-loop. Let us consider
the case where we use the Stable Models semantics as the underlying one for this EVOLP
[8] program. P =

a <~ notb

assert(b < not c) — notd

assert(assert(c < not a)) < not e

EVOLP programs have the ability to update themselves without exterior intervention,
and that is precisely what happens when there is an EVOLP program rule of the form
assert(X) < Y. In the next time step, X becomes a new rule of the program if Y holds
in the previous time step model, whilst the assert rule (like any other) is kept by inertia
unless retracted.

Initially, the only Stable Model of this program is
{a,assert(b < not c),assert(assert(c < not a))}, since none of {b,d,e} hold. In EVOLP,
whatever assert term true in a model is then used to assert its rule argument to produce
the next program state by updating it with that rule. Since d does not hold in the initial
model, the new rule b < not c is added to the program. Also, since e does not hold in
the initial stable model of the program, the new rule assert(c < not a) is added to it. In
a nutshell, in the second time step the program becomes

a — notb
b — mnotc
assert(b < not c) +— notd
assert(assert(c < not a)) < not e

assert(c < not a)

and its single stable model is

{b,assert(b <« not c),assert(assert(c + not a)),assert(c <+ not a)}. A new evolution step
occurs, due to the ‘assert’ atoms in the model, and after the third time step the program
becomes

a +— notb
b +— notc
c < mnot a % from the last rule in the prior program state
assert(b < not c) +— notd
assert(assert(c < not a)) < not e

assert(c < not a)
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Redundant effects of ‘asserts’ are discarded, i.e., asserting a rule already in the program
results in not adding the duplicate. This is the time step where the problem arises. Under
Stable Models semantics this EVOLP program no longer has a model due to the first three
rules constituting an odd loop over negation. This odd-loop was somehow camouflaged
by the ‘assert’” EVOLP rules in the first time step program. As the natural evolution
of the program unfolded, the odd-loop reached the ‘surface’ and revealed itself, thereby
terminating the liveliness of the programs’ evolution by moving it into a state with no
semantics.

The EVOLP mechanism is but one of many possible ways to (self-)update a logic
program, but it is enough to illustrate the need to guarantee model existence for updatable
knowledge bases.

Example 6.5. A Joint Vacation Problem — Merging Logic Programs. Three
friends are planning a joint vacation. First friend says “If we don’t go to the mountains,
then we should go to the beach” The second friend says “If we don’t go travelling, then
we should go to the mountains” The third friend says “If we don’t go to the beach, then
we should go travelling”. We code this information as the following NLP:

beach <+ not mountain
mountain <+ not travel
travel <+ mnot beach

Each of these individual consistent rules come from a different friend. According to the
Stable Models semantics, each friend had a “solution” (a stable model) for its own rule,
but when we put the three rules together, because they form an odd loop over negation,
the resulting merged logic program has no stable model.  In this case our intuition
tells us this program should have at least one (or possibly several alternative) model(s)
corresponding to joint vacation solution(s). This example too shows the importance of
having a 2-valued semantics guaranteeing model existence, in this case for the sake of
arbitrary merging of logic programs (and for the sake of existence of a joint vacation for
these three friends).

The examples just shown are quite simple, but they make evident that there a need
for a new 2-valued semantics guaranteeing model existence. Such a semantics will enable
“KB as NLP”-based systems to be safely used no matter how complex the series of merges
and /or updates it receives, and it will also contribute to guaranteeing the system’s liveness.
This is especially important for the Semantic Web [10] applications which may come to
rely on updatable (possibly self-updatable) logic-based web pages.

These three (6.5.1, 6.5.2, and 6.5.3) motivational issues raise the questions “Which
should be the 2-valued models of an NLP when it has no Stable Models?”, “How do
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these relate to SMs?”, “Is there a uniform approach to characterize both such models and
the SMs?”, and “Is there any 2-valued generalization of the SMs that encompasses the
intuitive semantics of every logic program?”. To answer these questions is a paramount
motivation and thrust behind this thesis.

After some previous attempts [187, 193, 204] which aimed at answering the first two
of these questions, we have gotten a better understanding of what the answers to the
third and fourth ones should be, and of how to put them across. This new knowledge
lead us to an intuitive notion of how a 2-valued semantics should behave for all NLPs,
what properties it should enjoy, and how its meaning assignment should take place. We
analyze these in turn now.

6.5.4 Intuitively Desired Semantics

It is commonly accepted that the non-stratification of the default not is the fundamental
ingredient which allows for the possibility of existence of several models for a program, as
we have seen in subsections 6.3.1 and 6.3.2. The non-stratified DNLs (i.e., in a loop —
Definition 2.6) of a program can thus be seen as non-deterministically assumable choices.
The rules in the program, as well as the particular semantics we wish to assign them, is
what constrains which sets of those choices we take as acceptable.

Usually, both the Closed World Assumption (CWA) imposed on default negation not
and the < in rules of Logic Programs reflect some intended ordering in the truth-value
assignment to literals. E.g.; in a program with just the rule a < not b we first assign the
truth-value false to b because it has no rules (that is what the CWA does), and then, as
a consequence of b’s assumed truth-value, we are forced, by virtue of the rule a <— not b,
to conclude a’s truth-value must be true; hence, the only intended model is {a}. This is
afforded by the syntactic asymmetry of the rule, reflected in the one-way direction of the
<+, coupled with the intended semantics of CWA applied to default negation.

If we were to re-write the rule a <— not b in classical logic form we would get a <= —b,
which, as we know, is equivalent to aV —==b, i.e., aVb. And a Vb can be (classically)
satisfied by any of the models {a}, {b}, and {a,b}. Clearly, the last of these is not
minimal considering the first two alternative models; these are thus the only candidate
models. But non-monotonic logic, the formalism used in Normal Logic Programs, is not
the same as classical logic, in part precisely because default negation is not the same as
classical negation (nor is the <— the same as <). In NLPs we adopt the CWA principle,
a fair guideline underlying the rationale of a reasonable semantics for NLPs, which states
we always should assume as false atoms with no rules. This principle rejects {b} as a
model of program a <— not b.
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When rules form loops, the syntactic asymmetry disappears and, as far as the loop
alone is concerned, the truth value of the negative literals in the loop are equally as-
sumable choices, and that is why they become undefined in the Well-Founded Model of
the program. If we had the program P = {a < not b , b< not a}, there would be no
specific order in which to proceed in the truth-value assignment to literals, as far as a
and b are concerned — we could legitimately start by assuming a true and propagate the
consequences of that assumption to constraint b’s truth-value to false, or vice-versa. In
this case P would have two alternative models: {a} and {b}. If we were to re-write this
program in classical logic form we would get P ={a < —-b , b< —a}, which we know
would be equivalent to P ={aV—-=b , bV--a},ie, P={aVb , bVa}, orsimply
P ={aVvb}. We already know that a Vb has two minimal models: {a} and {b}. It is no
coincidence that both the original program with a loop P ={a <+ not b , b+ not a}
and its classical logic representation P = {aV b} have exactly the same minimal models:
{a} and {b}. The syntactic symmetry of the loop thus induces a semantic symmetry on
the truth values of the literals involved, whether positive or negative.

However, the unidirectional way of the <—s of all the loop’s rules must still be respected
as soon as the atom of one given DNL is assumed true. Intuitively, assuming true the atom
of one DNL of the loop should have the practical effect of “cutting” one of the loop’s arcs
thereby rendering the set of rules an asymmetric chain and, consequently, constraining
the truth values of the remaining literals (including the DNLs) in the (former) loop. The
semantic symmetry of the loop comes from the initial freedom in choosing any one DNL
to “break” the loop. However, loops may also depend on other literals with which they
form no loop. Those asymmetric dependencies should have the same semantics as the
single a <— not b rule case described previously. Of course, because of symmetry, it does
not matter whether an atom or its default literal is chosen as true in order to break the
loop. However, because heads of rules are atoms only, choosing a DNL true may lead to
inconsistency, as in a <— not a, so pragmatically it is better to concentrate on choosing
atoms true. But the symmetry lets us see the parallel with the view of DNLs as adoptable
assumptions, or as abducibles, whose overall minimality must be required and tested.

So, on the one side, asymmetric dependencies should have the semantics of a single
a < not b rule; and on the other, the symmetric dependencies (of any loop over negation,
whether an odd or even one) should subscribe to the semantic symmetry principle of
assuming true the atom of any one of the loop’s DNLs and extracting the consequences.
Intuitively, a good semantics should cater for both the symmetric and asymmetric de-
pendencies as described. Asymmetry in favor of DNLs is desirable in the absence of
(remaining) rules for their atoms, and symmetry desirable otherwise.

As seen above, ICs are commonly used as a simple and declarative way of imposing
the truthfulness (or falsehood, for that matter) of chosen conjunctions of literals. The
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correct way of writing ICs is, as recalled in Definition 3.2, by means of rules with L for
head. A “good” semantics should allow this kind of IC and no other. L.e., no other kind
of “non-_1" rule, or combination of such rules, should be diverted to function as IC lest
it undermine the declarativity of the knowledge representing rules with a “non-_1” head,
and their use for KR; e.g. loops like a < not a must solely be usable as means to engender

solutions, not as a means to prune them. E.g., a program with the single rule a <— not a
should have the model {a}.

6.5.5 Desirable Formal Properties

Depending on the particular problem solving task at hand, there are several formal prop-
erties of the engaged underlying semantics that can be quite useful. For example, one
might require a 2-valued answer to a query, or, on the contrary, be satisfied with a 3-
valued one. One might need the guarantee that no matter what the knowledge encoded
in the NLP it will have a semantics, at least one model; or, to the contrary, it might
be acceptable that a certain KB simply has no models. One might want to be able to
solve queries in a top-down fashion (d la Prolog) and be content with model subsets sup-
porting the query; or one might want to compute whole models for the entire NLP — a
dichotomy not unlike the local/global knowledge reasoning scope requirements identified
in 1.3.1 and 1.3.2. We might wish to have the possibility of storing lemmas (results from
previous computations) in, say, a table, to speed-up later computations.

The primary focus of this thesis is to provide a new 2-valued semantics for NLPs
which, by virtue of the properties it enjoys, lays the theoretical ground for practical and
computationally efficient Knowledge Representation and Reasoning with NLPs and their
extensions including Integrity Constraints (as in Definition 3.2), abduction, argumenta-
tion, explicit negation and disjunction.

The new semantics should abide by the intuitive caveats described in the previous
subsection 6.5.4, and also enjoy several practical properties such as guarantee of model
existence, allow for the development of top-down proof-procedures to answer queries,
allow for the storage of lemmas for speeding up computations, and being a generalization
of stable models by taking all of them, if any, as models also.

6.5.5.1 Model Existence

Guarantee of model existence ensures all programs without ICs have a semantics, i.e.,
at least one model. Of course, programs with ICs may indeed have no model simply
because the combination of ICs therein may utterly prevent them, unless a paraconsistent
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semantics is being considered. This property, required of ICs-free programs, is especially
important when building a system or a service grounded on (self- and/or externaly-)
updatable knowledge bases. Any system built upon a reasoning engine using a semantics
not guaranteeing model existence may simply not work at all if the underlying knowledge
base has no model according to the semantics employed. Even if the initial KB has a
model according to the semantics, that may no longer be the case after an unpredictable
sequence of updates. Putting the issue on security matters terms, using a semantics not
enjoying guarantee of model existence is allowing a major security hole: an ill-intended
agent (or even a well-intended one making a mistake) can update the KB in such a way
that it would no longer have a model, thereby breaking down the whole system. Therefore,
a semantics guaranteeing model existence will be more theoretically robust, providing an
additional level of security.

Intersection of models There is a set of formal properties (discussed below) of a
2-valued semantics that are defined over the intersection of all models of the semantics.
Before we proceed introducing such properties we must, therefore, formalize the notion
of intersection of 2-valued models. In general, 2-valued semantics accept several models
for a given program. From these models one can extract a unique skeptic 3-valued model
resulting from the intersection.

Definition 6.29. Skeptic 3-valued model of a 2-valued semantics. Let P be an
NLP, Sem a 2-valued semantics for NLPs, and Modelsgep,(P) the set of 2-valued models
of P according to Sem (cf. Definition 5.12).

The unique 3-valued model of P according to Sem is defined as

Semsy,(P) =< Semgrv(P),Semgv(P),Semgv(P) >

where
Sem3, (P) = N M+ the true atoms according to Sem
MeModelsgem (P)
Semg, (P) = | N M~ the false atoms according to Sem

MeModelsgem (P)
Sem%,(P) = Hp\(Sem3,(P)USem;,(P)) the undefined atoms according to Sem

Naturally, the existence of such a 3-valued model is conditioned upon 2-valued model
existence. The relevance (and cumulativity, amongst others) properties of a semantics,
as defined in [85], pertain to such 3-valued model induced by the 2-valued models of the
semantics. The definitions of these properties, being focused on the 3-valued model, turns
out to be weak for our purposes: we are more interested in these properties at the level
of each individual model. Therefore, besides accounting for the properties in [85], we also
define and cater for their corresponding individual 2-valued model versions.
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6.5.5.2 Relevance

Relevance ([85]) concerns simple (object-level) top-down querying about truth of a query
in the program (like in Prolog) without requiring production of the whole 3-valued model,
just the part of it supporting the call-graph rooted on the query. Formally:

Definition 6.30. Relevance. A semantics Sem for logic programs is said Relevant iff
for every program P

Vaenpa € Sem(P) < a € Sem(Relp(a))

Since this definition (from [85]) had 3-valued models in mind, using the notation in ac-
cordance to Definition 6.29, we can re-write it as

Vaewpa € Semd, (P) < a € Semd, (Relp(a))

which is also equivalent to

Vaer p(VareModelsge, (P4 € M) < (Var,eModelsgon (Relp(a))@ € Ma)

Relevance, because it applies to the intersection of all 2-valued models, ensures Cau-
tious Reasoning (as discussed in Chapter 1) can take place considering only the relevant
part for the query and not, in general, the whole program, unless, of course, they coincide.
L.e., with a Relevant semantics, an atom is true in all the models of the whole program
iff it is true in all the sub-models of the part of the program relevant to the atom.

We now present the Brave counterpart of Relevance — the Brave Relevance — which,
mutatis mutandis, ensures Brave (or Credulous) Reasoning can take place considering
only the relevant part for the query.

Definition 6.31. Brave Relevance. Let P be an NLP, a an atom of P, M a model of
P according to semantics Sem, and M, a model of Relp(a) according to semantics Sem.
A semantics Sem for logic programs is said Brave Relevant iff

VaeHp (VMeModeszm(P)a € M = (In1,eModelsgep (Relp(a))Ma € M Aa € Ma))
A

(vMaeModelssem(Relp(a))a € Mo = Inremodelsgen, (P)Ma & M )

L.e., with a Brave Relevant semantics, an atom is true in some model of the whole
program iff it is true in some sub-model of the part of the program relevant to the atom,
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where that sub-model is a subset of a model for the whole program where the atom is
true.

Brave Relevance ensures both 1) that if a query is true in some complete model, then
it is also true in some submodel for the subset of the program relevant to the query and
2) that any submodel supporting the query’s truth can always be extended to a complete
model. This way, Brave Relevance guarantees that finding solutions to queries can be
done resorting only to the relevant call-graph and that any solution found is part of a
complete model. Moreover, Brave Relevance lays the cornerstone for abduction by need,
in that only abducibles in the call-graph need be considered for abduction, but we discuss

abductive reasoning further in Chapter 10, and the concomitent implementation issues in
Chapter 11.

Proposition 6.4. Brave Relevance implies Relevance. If a semantics Sem enjoys
Brave Relevance, then it also enjoys Relevance.

This means that whenever a semantics enjoys Brave Relevance, i.e., it allows the truth-
value of a literal in a model to be determined using only the relevant part for that literal,
then the semantics also enjoys Relevance, i.e., it allows the truth-value of a literal which
is common to all models to be determined using only the same relevant part.

6.5.5.2.1 Relevant Answer to Query The Relevance and Brave Relevance properties
are useful for a semantics in the sense that they allow the possibility of specification
and development of top-down proof-procedures that can be used to answer queries re-
sorting only to the partial knowledge relevant for the query. By virtue of requiring only
that partial knowledge, such query-answering methods are potentially more efficient than
computing complete knowledge models for the whole program which might need also to
check whether the computed whole model entails the query or not.

Definition 6.32. Relevant Partial Knowledge Answer to a Query. Let P be an
NLP, @ =aj A... ANay Anot by A...Anot by, a conjunction of literals (with n,m >0 and
at least one literal) which we call a query, S a semantics for NLPs enjoying Relevance
and Brave Relevance. We write SQ to denote the set of all the literals in @, i.e., SQ =
{a1,...,an,not by,...,not by, }. Then, Mg is said to be a relevant partial knowledge answer

to Q iff
« Mg is a model of Relp(Q) (cf. Definition 3.11) according to S;
« Mg = Q in the sense that Mg 2 SQ;

e There is some model M of P according to S such that M O Mg
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In this sense, a relevant partial knowledge answer to @) is a sub-model of P — indeed, a
model of Relp(Q), which is a subset of P — that entails the query.

For the general case of Constrained NLPs, model existence is not guaranteed and,
therefore, no non-paraconsistent semantics can enjoy Relevance nor Brave Relevance.
However, for paraconsistent semantics?, model existence can be guaranteed as well as
Relevance and Brave Relevance, depending, of course, on the definition of the semantics.
For paraconsistent semantics we additionally define:

Definition 6.33. Locally Consistent Relevant Partial Knowledge Answer to a
Query. Let P=PUC be a CNLP, Q=a1A...ANa, Anot by \... \not by, a conjunction
of literals (with n,m > 0 and at least one literal) which we call a query, S a paraconsistent
semantics for CNLPs enjoying Relevance and Brave Relevance. We write SQ to denote
the set of all the literals in @, i.e., SQ ={ax,...,an,n0t b1,...,not by, }. Then, M is said
to be a locally consistent relevant partial knowledge answer to () (abbreviated as locally
consistent answer to Q) iff

« Mg is a model of Relp(Q)U Relp(Inflp(Q)NC) according to S such that L ¢ Mp;
+ Mg = Q in the sense that Mg D SQ;

e There is some model M of P according to .S such that M 2 Mg

The first condition for Mg to be a locally consistent answer to ) demands Mg to be
consistent given that Mg is a model, according to S, of the part of P relevant for @), plus
all the rules that are relevant for the Integrity Constraints influenced by ). With this
definition, even in the case where all the models of a program are paraconsistent, there
still might exist locally consistent sub-models entailing some queries.

In this sense, a locally consistent relevant partial knowledge answer to () is a sub-
model of P — indeed, a model of Relp(Q)U Relp(Inflp(Q)NC), which is a subset of P
— that entails the query and still is consistent, i.e., does not include L. Notice that we
do not require the whole program model M, such that M O Mg, to be consistent.

6.5.5.3 Cumulativity

Cumulativity [84] signifies atoms true in the semantics can be added as facts without
thereby changing it; thus, lemmas can be stored. According to [84], Cumulativity equals
Cut plus Cautious Monotony. For self-containment we recap their respective definitions:

4We assume a paraconsistent semantics is such that it allows its models to contain L.
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Definition 6.34. Cautious Monotony [84]. A semantics is said to enjoy the Cautious
Monotony property iff

Vaperp(a € Sem(P)Ab e Sem(P)) =be Sem(PU{a})
Definition 6.35. Cut [84]. A semantics is said to enjoy the Cut property iff
Vaperp(a € Sem(P)ANbe Sem(PU{a})) = be Sem(P)
Notice that PU{a} denotes the program P to which a is added as a fact.

Formally, cumulativity is defined as follows:

Definition 6.36. Cumulativity [84]. Let P be an NLP, and a,b two atoms of Hp. A
semantics Sem is Cumulative iff the semantics of P (i.e., the intersection of models of P)
remains unchanged when any atom true in the semantics is added to P as a fact:

Vaperpa € Sem(P) = (b€ Sem(P) < be Sem(PU{a}))

Similarly to what happens with Relevance (from [85]), this definition had 3-valued models
in mind, and using the notation in accordance to Definition 6.29, we can re-write it as

Vaperpa € Semd, (P) = (b€ Sem3, (P) < be Semi, (PU{a}))
which is also equivalent to

Vaberp ((vMeModelsSem(P)a € M) = (VareModelsgen (P)D € M V1, e Models g (PU{a})D € Ma))

Cautious Monotony pertains to the possibility of adding as facts atoms true in the
semantics without altering the semantics. We now introduce the Brave reasoning coun-
terpart of Cautious Monotony — Brave Cautious Monotony — which expresses the same
possibility but for atoms true inside each individual model.

Definition 6.37. Brave Cautious Monotony. Let P be an NLP, and a an atom of
Hp. A semantics Sem for logic programs is said to enjoy the Brave Cautious Monotony
property iff
v acHp a€ M= Me Modelsgem(PU{a})
MeModelsgem (P)

Brave Cautious Monotony ensures that any atom found true in some model M can be
added as a fact to the program, and this addition preserves M as a model of the resulting
program. This Brave Cautious Monotony is useful to speed-up computations because as
soon as some atom « is found true in a partial solution to some query, we can store a in a
table of lemmas and use this table to immediately solve other parts of the query that rely
on a. Cautious Monotony, on the other hand, only allows this tabling of lemmas to take
place for atoms true in all models. Brave Cautious Monotony allows it even for individual
models. This property is all-important for enabling top-down tabled execution of queries
in semantics enjoying Brave Relevance.
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6.5.5.4 Stable Models generalization

Definition 6.38. Model conservative generalization semantics. Let P be an
NLP, S and Sz two semantics for NLPs, and Modelsg, (P) and Modelsg,(P) the sets
of models of P according to S; and Ss, respectively. We say S7 is a model conservative
generalization of Sy iff Modelsg, (P) O Modelsg,(P), for every P.

The literature on semantics for NLPs usually follows the formalizations of [85] when
saying that a semantics S of an NLP P is defined as being the intersection of its models,
along the lines of Definition 6.29. When we have two semantics S; and S9, where 57 is a
model conservative generalization of S, we necessarily have Sf;v (P)C S{% (P). This may
lead to misunderstandings on what we mean by the “model conservative generalization”
expression, as the reader may think that we mean S;, (P) 2 S5, (P), when in fact we
mean Modelsg, (P) 2 Modelsg,(P) as per Definition 6.38. Informally, we say a semantics
S1 is a model conservative generalization of another Sy when it provides at least the same
models as the latter. In the particular case where So is not defined for all kinds of NLPs,
it may be that S; is defined for some of the programs uncovered by Ss. It is in this sense
that we say S is more general than Ss.

Every SM complies with the intuitive requirements described in 6.5.4. For this reason,
one desirable property of any 2-valued semantics should be to be a model conservative
generalization of the Stable Models semantics.

Now that we know which formal properties we seek in a semantics for NLPs, we turn
to understand how the structure of an NLP (in accordance to Chapter 3) can, and should,
restrict any semantics for NLPs — this is the topic of the next Chapter 7.







7 . The Layer-Decomposable Semantics Family

(...) at each level of complexity
entirely new properties appear (... )

P.W. ANDERSON

As pointed out in the end of Chapter 2, the modules graph (Definition 2.10) of a knowl-
edge graph and corresponding least layering (Definition 2.11), capture both the structure
and ordering of the knowledge. In this chapter we define a family of semantics for Normal
Logic Programs — the Layer-Decomposable Semantics (LDS) family — which is compli-
ant with these structuring concepts, and we argue that all semantics for NLPs should be
part of this family. The LDS family not only includes the Layer Decomposable Models
and the Minimal Hypotheses semantics (defined in Chapter 8), but also the Stable Models
semantics. The new 2-valued Minimal Hypotheses semantics has some of the most impor-
tant and convenient formal properties of the Well-Founded Semantics. With a clear intent
to bridge together the Stable Models (and Answer-Set Programming) and Well-Founded
Semantics communities, this new semantics offer a new way to handle the truth-values of
atoms which would be undefined in a 3-valued Well-Founded Semantics.

The contributions in this chapter are rooted in our publications [193, 194, 196, 197, 198].

7.1 Semantically Reflecting the Layerings

In Chapter 2 we presented the notion of (least) layering, and in Chapter 3 we applied this

general notion to NLPs yielding both rule and atom (least) layerings of a NLP; these were

shown to exist and to be unique for each NLP. Since in Chapter 2 we showed that the

(least) layering notion captures the intrinsic ordering of a knowledge graph, we conclude

that every reasonable semantics for NLPs should accept as models only interpretations
83
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that reflect the structural information of the layerings'. We dub the family of all such
semantics the Layer-Decomposable Semantics (LDS) family.

Intuitively, we say a semantics for NLPs is Layer-Decomposable iff all its models are
decomposable into a partition of subsets, each of which is a model for an individual
layer, containing all the atoms determined necessarily true in that layer, and the default
negation of all atoms necessarily false, and, what is more, also compliant with all the
models for the other layers where “compliance” will be characterized in the sequel. The
unique model for layer 0 is the set of default negated literals corresponding to the atoms
of P with no rules. The literals in the bodies of rules of a given layer that have no rules
for them in the same layer are to be considered as assumable hypotheses by each of the
individual layer models. Enforcing inter-layers compliance can be achieved by requiring
consistency of the union of individual layers’ models.

Before we introduce the formal definition of Layer Decomposable model (Definition 7.3)
— where we also formalize which sets of literals are eligible for being considered assumable
hypotheses within a given layer — we need to formalize the intuitive notion of actually
assuming those literals as hypotheses (we do this by addition of the positive literals in
the set of assumed hypotheses as facts to the layer, and then calculating the consequences
in the layer, given those new facts).

As we mentioned before, the hypotheses assumption approach we use focuses exclu-
sively on the adoption of positive literals. In this sense, assuming hypotheses corresponds
promptly to adding as facts to the program the adopted positive literals. We consider,
however, two ways of calculating the consequences of the newly assumed premises: one is
by means of the Remainder operator, the other by means of the Layered Remainder one
(both previously defined in 6.3.2).

Definition 7.1. Classical Division. Let P be an NLP and let I be a 3-valued
interpretation of P. The classical division of P by I, denoted by P :: I, is the Remainder

(Definition 6.13) reduction of P when we consider I true, i.e., P:: [ = (P/U?F)

Definition 7.2. Layer Division. Let P be an NLP and let I be a 3-valued interpre-
tation of P. The layer division of P by I, denoted by P : I, is the Layered Remainder
(Definition 6.14) reduction of P when we consider I true, ie., P: 1 = (PUGI*'). Note
the operator ° is applied to the resulting union.

In both Definitions 7.1 and 7.2, the interpretation I plays the role of the set of assumed
hypotheses.

1Other works have been done concerning the syntactic structure of a program, with result similar, but
not quite equivalent to our own approach, namely [65, 66, 119, 120, 222, 223|.
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We need the Layer Division because we want to define a family of semantics that is
fully compatible with the notion of Layered Support (Definition 6.2), and the Classical
Division is clearly not. Notwithstanding, for locally stratified programs the Classical and
the Layer Divisions coincide simply because body(r) = () for every rule r in a program.
Layer Division is nothing more than a layered support (cf. Section 6.1) compatible version
of Classical Division?. As a consequence of the definitions of Layer and Classical Divisions,
one can be sure that Classical Division deletes more rules than the Layer Division, and
the former also simplifies the bodies of rules more than the latter. Recall Example 6.2

that can also be used to illustrate the difference between PU{a} and PUo{a} where
P={a<+notb , b<notc , c<nota , a}.

Proposition 7.1. Rules of P :: I are “sub-rules” of P: 1. Let P be an NLP, and
I a 3-valued interpretation of P. Then,

Vyep..13ep.rhead(r) = head(r") Abody(r) C body(r')

Proposition 7.2. Models of P :: [ are Models of P: 1. Let P be an NLP, and I a
set of literals of P. If some M is a model of P :: I then M is also a model of P : I.

We can now use the syntactic scaffolding of layers, along with the corresponding Layer
Division, to define the Layer-Decomposable semantics family. The intuitive idea behind
a Layer-Decomposable model M is that it can be decomposed into a set of sub-models
{M<o,...,M<q,...,M<,}, each of which referring to the set of layers < «a of P, i.e., to
P=%  Each layer-specific sub-model takes as assumed hypotheses truth values for all
atoms whose rules appear only in strictly lower layers. Having assumed truth values
for such atoms that appear in P<%, we need to propagate, in a Layer-support-consistent
fashion, those truth values through the rules of P* — we do this assumption+propagation
of consequences via Layer Division. Finally, we need to select models of the resulting rules
that are consistent with assumptions already adopted before (cf. Example 7.1 below).

Definition 7.3. Layer Decomposable Model. Let P be an NLP, and M a 2-
valued model of P. M is Layer Decomposable in P — denoted by LDMp(M) — iff
there is a Layer Decomposition LDp(M) = {M<p,...,M<q,...,M<,} of M in P, ie.,
M =Uy>0 M<q and

Va>0M<q is a 3-valued model of P*: M,  with  M_, =not (AISDO‘\M;FQ)

where Mg = M;LO =, and AISJC“ is the set of atoms whose rules are all placed in layers
up to « as per Definition 3.15. We also write M, as a shorthand notation for M<, \ M,

2Since Layer Division and Classical Division are quite similar, it might be possible to implement Layer
Division via a syntactic program transformation. I.e.; there might be some transformation LT /1 such
that, for every program P and interpretation I, P: I < LT(P):: I. In this thesis we do not explore this
path but only mention here its possibility and consider it for future work.
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and say M, is an individual layer model of P®. M., is the set of hypotheses assumed
for layer o and it pertains to atoms of layers strictly below P¢.

Each M<, sub-model is a 3-valued model of P=% and thus a 3-valued interpretation
of P. The positive part of M<, states which atoms are believed to be ¢rue considering
only the rules in P<®. The negative part of M<,, which is not (AISDQ \ MZ,), states that
all the atoms that were not determined true in M=% and that have no more rules in
layers above P® are necessarily determined false. It follows directly from Definition 7.2
that Vo<p M<o <p M<g according to the <g Fitting (knowledge) Ordering notation —
Definition 5.11 — where M is a Layer Decomposable model and M<q,M<g € LDp(M).
As a consequence of this, ({M<,:a>0},<p) is a total order with M« its lower bound
and M = Uy>0 M<q its upper bound.

Along with Corollary 3.2 we introduced the notation body(r)=/(") and body(r) to make
the distinction between the parts of body(r) corresponding to the literals that have rules
in the same layer as r, and the literals whose rules, if any, are all placed in layers strictly
below that of r, respectively. Let us see the relationship between body(r), with r € P,
and M. For any given layer P, all the literals in all the body(r), where r € P%, are
necessarily determined in M,. This is the case because, by definition of body(r), all the
rules for the atoms corresponding to literals in body(r) are placed in P<%, and because
M is such that MZ, =not (Ap*\ M2,) we immediately conclude that for every atom
a € Ap® either a € M2, or not a € MZ, simply because of the definition of M_,. Ie.,

|Mco| 2 Ap® D |body(r)| for every rule r € P2,

In Definition 6.2 we relaxed the classical notion of support by introducing the dis-
tinction between body(r)“f (") and body(r) when we introduced the layered support notion
which only requires I |= body(r) in order for r to be layer supported in I. Thus, we opened
the way for an atom to be supported by rules in layers below, even if not classically sup-
ported by rules in its own layer. However, this still leaves open the question of how to
assign truth values to the literals in body(r)™/ ("), The Layer-Decomposable criterion only
demands rule satisfaction — by demanding M<, being a model of P*: M., — as the
requirement for M<, to be accepted as LD model of P*: M.,. In Chapter 8 we intro-
duce a more strict criterion for the acceptance of candidate models: that of minimality
of positive hypotheses assumed to satisfy the rules of P*: M.

Example 7.1. The Joint Vacation Problem Revisited. Recall the program in
Example 6.5 modeling the vacation related statements of three friends. We now add
another level of knowledge representation by making sure that travelling is possible only
if the passports of the three friends are OK, i.e., they are not expired; and they are expired
if they are not OK. We code this information as the following NLP:
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beach <+ mnot mountain
mountain < not travel
travel < not beach,not expired_passport

passport_ok <— not expired_ passport
expired_passport <— not passport ok

The rules for passport__ok and expired__passport are in layer 1, and the other three rules
for beach, mountain and travel are in layer 2. We can constructively identify the Layer
Decomposable models of this program the following way:

1. Begin at layer 0 with the 3-valued model My = not A(}, =not ) =10

2. Make the Layer Division of P! by M.y = M<g = My thus obtaining
Pl:My=P:0)=P =P =

passport ok < not expired_passport
expired_passport <— not passport_ ok

3. Non-deterministically select a 3-valued model M<; of Pl My such that
MZ, = not (AT'\ MZE,) — there are three such models:
M<y, = {passport_ok,not expired_passport},
M<1, = {not passport_ok,expired_passport},
M<1, = {passport_ok,expired passport}.
For the example’s illustration purposes let us pick, say, M<1,

4. Make the Layer Division of P? by Mo, = M<y, thus obtaining
P2%: M_9, = P%: {passport_ok,not expired_passport} =

beach <+ not mountain
mountain < not travel
travel < not beach
passport ok

5. Non-deterministically select a 3-valued model of P? : Mo, such that
MZ, =not (A5%\ MZ,) — there are three such models:
M;zll = {beach, travel,not mountain, passport_ok,not expired_passport},
M§221 = {beach,not travel, mountain,passport_ok,not expired_passport},
M§231 = {not beach,travel, mountain, passport_ok,not expired_passport}
and the process terminates because all layers have been covered
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When we pick, say, M<1, = {not passport_ok,expired_passport} as the 3-valued model
for layer 1, the corresponding Layer Division of P? by M.y, = M<y, is
P2 Moo, = P2 {not passport_ok,expired_passport} which results in the set of facts

mountain
expired_ passport

thus yielding the unique model
Mcs,, = {not beach,not travel,mountain,not passport_ok,expired_passport}.

Not all classical models are Layer Decomposable. For example, the classical model
{not passport_ok,expired_passport,travel,not mountain,beach} is not Layer Decom-
posable because it includes M<y, = {not passport_ok,expired_passport} and when we
do a Layer Division of P2 by M<1,, mountain becomes a fact and thus necessarily true
in any Layer Decomposable model.

Likewise, not all minimal models are Layer Decomposable. For example, a program
consisting of only the rule a < not b has as one of its minimal models M = {not a,b}
which is not Layer Decomposable: the unique rule is placed in Layer 1; a’s atom layering
is also 1, but since b has no rules its atom layering is 0. Since any LD model must include
not A", and in this case AISJO = {b}, any LD model must include {not b} which is not
the case with M = {not a,b} above.

Definition 7.4. Layer-Decomposable Semantics. Let P be an NLP. A semantics
Sem for NLPs is Layer-Decomposable iff every model M of P according to semantics
Sem is Layer Decomposable.

The first and more obvious Layer-Decomposable semantics we can define is the Layer
Decomposable Models semantics which accepts all, and only, Layer Decomposable Models.

Definition 7.5. Layer Decomposable Models semantics. Let P be an NLP. The
Layer Decomposable Models semantics (LDMS) accepts as models all, and only, the Layer
Decomposable Models of P. L.e., VayyLDMSp(M) < LDMp(M).

As an immediate consequence of this definition 7.3 it follows that
Proposition 7.3. The Layer Decomposable Models semantics is a model con-

servative generalization of every Layer-Decomposable Semantics.

Proof. Trivial from Definitions 6.38, 7.4, and 7.5. O]
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One can define many semantics fitting the Layer Decomposability criterion and thus
surely we are not here exploring all such possibilities. However there is one other Layer-
Decomposable semantics we can easily define:

Definition 7.6. Layer Decomposable Minimal Models semantics. Let P be an
NLP. The Layer Decomposable Minimal Models semantics (LDMS) accepts as individual
layer models all, and only, the minimal models of the layer after the respective Layer
Division. Layer Decomposable Models of P.

Let P be an NLP, and M a 2-valued model of P. M is a Layer Decomposable Minimal
Model of P iff there is a Layer Decomposition LDp(M) = {M<q,...,M<q,...,M<,} of
M in P7 i.e., M = UO(ZOMSO( and

Va>0M<q is a minimal 3-valued model of P*: M.,  with  M_, = not (A%a\M;a)

where Mg = M;O =), and AJSDO‘ is the set of atoms whose rules are all placed in layers
up to « as per Definition 3.15.

We also define Classically Decomposable Model the same way as the Layer Decom-
posable Model but with Classical Division P“ :: M., instead of Layer Division P : M,
and, accordingly, the notion of Classically-Decomposable Semantics. It follows imme-
diately that a Classically Decomposable Model is also a Layer Decomposable Model,
and that a Classically Decomposable Semantics is also a Layer-Decomposable Semantics.
As a consequence, since the Layer-Decomposable Semantics family is a superset of the
Classically Decomposable Semantics one, we focus solely on the former without loss of
generality.

Moreover, our focus on Layer-Decomposable Semantics stems also from the importance
of Layer Division (and, naturally, Layer Decomposability) versus Classical Division (and
Classical Decomposability) which is tied to the Cumulativity property (Definition 6.36).
A 2-valued semantics for NLP can only enjoy Cumulativity if all its models are compatible
with Layer Division.

Example 7.2. Layer Division is necessary for Cumulativity. Let P be

b <~ a
a < notb,c
c < nota

which has no stable models. All the rules depend on each other, so they are all in the same
layer 1. This program has three classical models: M) = {a,b,not ¢}, My = {not a,b,c},
and Ms = {a,b,c}. b is true in all models. If a semantics enjoys Cumulativity then we
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can add b as a fact to P and the resulting semantics will remain unchanged. PU{b} is
— a

< not b,c
— nota

>0 2 o

where the fact b is in layer 1 of PU{b} while the other three original rules are now in
layer 2 of PU{b}. The unique model for layers up to 0 is M<o = (), and the unique model
for layers up to 1 is M<; = {b}.

If we take a Classical Division then P? :: M« is just the set of facts {b,c}. Let us see
why: we have P%:: M<; = P2U{b} which results in

1. adding b as a fact to P?
2. deleting the rule a < not b,c because b is a fact — cf. Definition 6.6
3. deleting the rule b <— a because a has no rules — cf. Definition 6.9 —

4. deleting the not a from the body of the rule ¢ < not a because a has no rules — cf.
Definition 6.5 —p

hence, P?:: M<y = {b,c} and the unique model of P?:: M<y is M<s = {not a,b,c} —
recall that we must explicitly add the negation of all the atoms that were not assigned
the truth-value true and that have no more rules, if any, in layers above, i.e., M-y =
not (AI%Q \ MZL,) =not ({a,b,c}\{b,c}) =not {a} = {not a}. But now, after adding b as
a fact to the program, ¢ becomes also true in every (just one) model — the semantics has
changed by the addition of an atom that was true in the semantics, i.e., the semantics is
not Cumulative.

If instead we take the Layer Division, then P?: M< = P2 U {b} which results in just
adding b as a fact to P2. Let us see why: in this Layer Division case the rule a < not b,c
is not deleted because, although b is a fact, there is also another rule b <— a that depends
on a < not b,c, ie., body(a <+ not b,c) =) and the Layered negative reduction —py
operation can only use facts b to delete rules if not b € body(r), not if not b € body(r) as
the (non-Layered) Negative reduction does. Since, in this case, the Layer Division does
not affect P? besides adding the fact b, all the My, Mo, and Ms previously seen remain
models of PU{b} thus keeping the intersection of models — the semantics — unchanged,
i.e., the semantics can enjoy Cumulativity.
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The Layer Division is a crucial ingredient for Cumulativity exactly because the Layered
Negative reduction (the only difference between Layer Division and Classical Division)
prevents facts (that are always placed in layer 1) from deleting rules, with the negation
of the fact in their bodies, which are in loop with other rules whose head is the same as
the fact. Hence, with the Layer Division, atoms that are common to models of loops can
be safely added as facts.

7.2 Procedural Methods for Layer Decomposable Models

From Definition 7.3 we can think of different ways to computationally address the calculus
of Layer Decomposable Models for a given ground NLP with a finite number of layers.

From Example 7.1 and the Layer Decomposable models definition we can see that, for
programs with a finite number of layers, we can define a sound and complete constructive
method, which is guaranteed to terminate, for obtaining all the LD models of a program.
Such a “bottom-up” constructive method might indeed be useful for building models of
the whole program.

Definition 7.7. Constructive Method for Layer Decomposable models. Let P
be an NLP with a finite number n of layers. Then all the Layer Decomposable models of
P can be constructed in the following manner

Algorithm Bottom-Up Construct an LDM(Program P)

M<o = My =not A(])g is the unique individual layer model of layer 0, i.e., P* = P=V;

for each layer index 0 <i<n
Make the Layer Division of P**! by M_;,1 where M_; 1 = M;;
Non-deterministically select a 3-valued model M<; 1 of P**1: M_; 41 such that
Meip1 D Meiy and M, =not (AFF\ M2, )

M, is a Layer Decomposable model of P

Figure 7.1: Algorithm BoTrTOM-UP CONSTRUCT AN LDM.

Given that the definition of Layer Decomposable Model relies on the consistent union
of individual layer models for each layer P%, we can also contemplate the possibility of
distributing the calculus of a LD model by several parallel tasks, one per layer. Each task
calculating an individual layer model M<, for a given layer P* would

1. Assume a set M, of truth values for the all literals in body(r) all rules r € P%;
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2. Make the Layer Division of P* by M.;

3. Non-deterministically calculate a 3-valued model M<, of P*: M., with Mz, =
not (A3*\ MZ,)

The union M = U,>0 M<q of the individual layer models M<, is a LD model of P iff M
is consistent.

However, one of the main motivations for this thesis is not so much the development
of constructive methods for Layer-Decomposable Semantics, but the development of a
2-valued semantics for NLPs that allows for top-down query-driven proof-procedures to
be developed and used. In this sense, the aim is to have a method for finding submodels,
relevant to the query, entailing the truth of the user’s query, and known to be extendible
to complete models covering the whole program. The Layer Decomposability (induced by
the syntactic structure of a program) is the general criterion we adopt for framing 2-valued
semantics for NLPs. This is, however, a very general criterion and possibly not all Layer-
Decomposable semantics are of interest to us because we are focused on semantics that also
enjoy a number of properties, as described in 6.5.5. In Chapter 8 we define and study one
such semantics which, we will show, also fits in the Layer-Decomposable Semantics family
and fulfils all the requirements we outlined before for a 2-valued semantics for NLPs.
For this reason we do not dwell any more upon methods for general Layer-Decomposable
semantics.

7.3 Bounding the Layer-Decomposable Semantics Family

Stable Models are often [21, 113, 143, 156] interpreted as sets of beliefs a rational agent
can have in order to satisfy a given set of rules. The requirement that every 2-valued
semantics should be a generalization of Stable Models, as described in 6.5.4, leads to the
intuitive perspective that the models of every 2-valued semantics should, somehow, have
this characteristic of embodying tenable sets of beliefs. Thus, together, the Stable Models
semantics and the Layer Decomposable Models semantics establish “lower” and “upper”
bounds on the set of models a Layer-Decomposable Semantics can accept. Formally, this
means that for every NLP P and 2-valued Layer-Decomposable Semantics Sem we have

Modelspprrs(P) 2 Modelsgem(P) 2 Modelsgy (P)
And hence, by definition 6.29,

LDMS5,(P) C Semi (P) C SMji (P)
LDMSE,(P) 2 Semiy(P) 2 SMi(P)
LDMS5,(P) C Sems,(P) C SM;,(P)
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The LDS family requires the models for an individual layer to be consistent with the
other layers’ individual models. Moreover, a model for an individual layer assumes as
hypotheses certain truth values for all the literals having their rules in layers strictly
below the layer at hand, and possibly also literals with rules in the current layer. The
overall consistency requirement of the union of individual layers models ensures that
all the hypothesized truth values are compatible with the truth values assigned to the
same literals in models of other individual layers. Still, there might be some Layer-
Decomposable semantics that do not accept all Layer Decomposable Models, e.g., because
they impose stricter conditions on individual layer models.

The belief set self-corroboration of Stable Models can be seen as a notion of support.
In the case of the SMs, this is the classical one (Definition 6.1) which requires all the
literals in the body of some rule for an atom a to be true by default under interpretation
I in order for a to be classically supported in I. This classical notion of support makes no
distinction between literals whose atoms have rules in the same layer, and literals whose
atoms have all their rules (if any) in layers strictly lower than that of the rule at hand.

In Definition 6.2 we relazed the classical notion of support by introducing the layered
support notion which only requires I = body(r) in order for r to be layer supported in I.
In so doing, we opened the way for an atom to be supported by rules in layers below, even
if not classically supported by rules in its own layer. However, this still leaves open the
question of which notion of support should be required on body(r)Lf(’"). The next Chap-

ter 8 indirectly addresses this issue by taking a novel and general approach to semantics
of NLPs.







8 . Minimal Hypotheses semantics

The grand aim of all science is to
cover the greatest number of
empirical facts by logical deduction
from the smallest number of
hypotheses or axioms.

ALBERT EINSTEIN

In Chapter 3 we identified the syntactic structure of a program which is captured by the
(rule and atom) Layering notions. In Chapter 6 we took an overview of the current state-
of-the-art semantics, the constructs they use, and some “good” properties a semantics
should enjoy to allow efficient (possibly abductive) existential query-answering replied to
with enough partial knowledge only. In Chapter 7 we outlined the necessary semantic
skeleton drawn out of the syntactic scaffolding of the Layerings, which lead to the defini-
tion of the Layer-Decomposable family of semantics.

In this chapter we take a different approach at semantics but still following the guidelines
of 6.5.4. Fully taking the requirements outlined therein, we devised the Minimal Hypothe-
ses (MH) semantics, which we present in this chapter, it being also a Layer-Decomposable
semantics. MH semantics takes a hypotheses assumption approach as a means to provide
support to the body(r)1") part of a rule (cf. last paragraph of Chapter 7).

We begin by introducing the fundamental semantic concept lying at the core of the MHS,
that of minimality of assumed hypotheses, then go about defining the MH semantics based
on that concept, and proceed to analyse the semantics’ properties.

8.1 Minimality of Hypotheses

The abductive perspective of [129] depicts the atoms of default negated literals (DNLs) as
abducibles, i.e., assumable hypotheses. We explore this relation to abductive reasoning in

further detail in Chapter 10, but for now let us simply consider this hypotheses-assumption
95
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perspective informally.

Atoms of DNLs can be considered as abducibles, i.e., assumable hypotheses, but not
all of them. When we have a locally stratified program (viz. 6.3.2) we cannot really say
there is any degree of freedom in assuming truth values for the atoms of the program’s
DNLs. In this sense, we realize that only the atoms of DNLs involved in non-well-founded
negation! are eligible to be considered further assumable hypotheses.

Both the Stable Models and the approach of [129], when taking the abductive per-
spective, adopt negative hypotheses only. E.g., in a program like a < not b b <+ not a, if
we assume the hypothesis not b we conclude a is true which undermines b’s single rule,
thereby corroborating the initial not b assumption. This approach works fine for some
instances of non-well-founded negation such as loops (in particular, for even loops over
negation like this one), but not for odd loops over negation like, e.g. a <— not a: assuming
not a would lead to the conclusion that a is true which contradicts the initial assump-
tion. To overcome this problem, we generalized the hypotheses assumption perspective
to allow the adoption, not only of negative hypotheses, but also of positive ones. Having
taken this generalization step we realized that positive hypotheses assumption alone is
sufficient to address all situations, i.e., there is no need for both positive and negative
hypotheses assumption. Indeed, because we minimize the positive hypotheses we are in
one stroke maximizing the negative ones, which has been the traditional way of dealing
with the CWA, and also with stable model because the latter’s requirement of classical
support minimizes models. This is the reason why we decided to embrace the only positive
hypotheses assumption perspective in this thesis.

~ o

In subsection 6.3.2 we recalled the Remainder (P) and Layered Remainder (P) oper-
ators, each consisting of a series of straightforward deterministic linear syntactic trans-
formations (except for the loop detection s and the layered negative reduction —pn
which are polynomial). Both the Remainder and the Layered Remainder can be used
to simplify a program down to the subset of its original rules (some of which may have
their bodies likewise reduced) which then becomes (classically for P, and layer-wise for P)
independent from those literals having determined truth-values. Since we are striving for
a hypotheses-assumption based approach to a Layer-Decomposable semantics, we must
select P instead of P as the means to simplify away the layer-wise deterministic part of P
in order to leave in P the layered support compatible assumable hypotheses. Thus, all the
literals of P that are not determined false in P are candidates for the role of hypotheses we
may consider to assume as true. Merging this perspective with the abductive perspective

IRecall that by non-well-founded negation we mean either Strongly Connected Components of rules
with at least one head of a rule appearing as a DNL in some body of a rule of the SCC (cf., e.g., Examples
6.5,7.1,7.2); or an infinitely long descending chain of rules with negative dependencies amongst them (cf.
Example 3.5).
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of [129] (where the DNLs are the abducibles) we come to the following definition of the
Hypotheses set of a program.

Definition 8.1. Hypotheses set of a program. Let P be an NLP. We write Hyps(P)
to denote the set of assumable hypotheses of P: the atoms that appear as default negated
literals in the bodies of rules of P and which are not determined false in P. Formally,

Hyps(P) = heads(P)N{a: 3.cpnot a € body(r)}

or equivalently
Hyps(P) = {a:3 _pnot a € body(r)}

One can define a classical support compatible version of the Hypotheses set of a pro-
gram, only needing to that effect to use the Remainder instead of the Layered Remainder.
Le.,

Definition 8.2. Classical Hypotheses set of a program. Let P be an NLP. We write
CHyps(P) to denote the set of assumable hypotheses of P consistent with the classical
notion of support: the atoms that appear as default negated literals in the bodies of rules
of P and which are not determined false in P. Formally,

C'Hyps(P) = heads(P)N{a: 3,epnot a € body(r)}

or equivalently
CHyps(P) ={a:3 _pnot a € body(r)}

In this thesis we are taking the layered support compatible approach and, therefore,
we will use the Hypotheses set as in Definition 8.1. However, since C Hyps(P) C Hyps(P)
for every NLP P, there is no generality loss in using Hyps(P) instead of C Hyps(P), while
at the same time using Hyps(P) allows for some useful semantics properties as we shall
examine in the sequel.

A 2-valued model of a program, by definition, assigns a 2-valued truth-value for every
literal in the program. Assuming as true the facts of ]5, and as false all the atoms of
P with no rules in 15, is the first and most basic requirement any Layer-Decomposable
2-valued model must comply with. But a full 2-valued model must assign a truth-value to
all, if any, other atoms — i.e., the Hypotheses and the atoms that depend on them. Once
having simplified away the layer-deterministic part of P — obtaining P — we must now
start making assumptions about the Hypotheses of the program, bearing in mind that
each such hypothesis assumed true may immediately constraint the possible truth-values
of other candidate hypotheses (and other literals depending on the hypothesis) via the
consequences it entails, in order to find a 2-valued model. We resort to the Remainder
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P as a means to fully propagate the truth-values of the assumed hypotheses and thus
calculate their consequences.

Intuitively, a Minimal Hypotheses model of a program is derived from a set of such
hypotheses which is sufficiently large to determine the truth-value of all literals via Re-
mainder, and simultaneously set-inclusion minimal, i.e., the hypotheses it assumes are no
more than those necessary to determine the truth-values of all literals, in the set inclusion
sense rather than in the cardinality sense.

Je n’avais pas besoin de cette
hypothése-la.

PIERRE-SIMON LAPLACE

Definition 8.3. Minimal Hypotheses model. Let P be an NLP. Let Hyps(P) be
the set of assumable hypotheses of P (cf. Definition 8.1), and H some subset of Hyps(P).

A 2-valued model M of P is a Minimal Hypotheses model of P iff
Mt = facts(P/U\H) = heads(P/U7])

where H = () or H is non-empty set-inclusion minimal (the set-inclusion minimality is
considered only for non-empty Hs). Le., the hypotheses set H is minimal but sufficient
to determine (via Remainder) the truth-value of all literals in the program.

Notice we do not resort to an incremental way of constructing a set of hypotheses by,
e.g., iteratively adding hypotheses as facts and computing the Remainder in order to check
if more hypotheses are needed or not — nor do we recompute new Layerings as hypotheses
would be added. Such a process cannot guarantee set-inclusion minimality of the assumed
hypotheses. Instead, finding a Minimal Hypotheses model can be done by selecting some
set of hypotheses, checking via Remainder that they are enough to propagate 2-valuedness
to all literals in the program, and then checking the initially assumed set of hypotheses
is minimal w.r.t guaranteeing 2-valued completeness.

By Definition 6.16 we know that WFM*(P) = facts(P) and that WFMT%(P) =
heads(P). Thus, whenever facts(P) = heads(P) we have WFM*(P) = WFM*%(P)
which means WFM"(P) = (). Moreover, whenever W FM"(P) = () we know, by Corollary
5.6 of [109], that the 2-valued model M such that M+ = facts(P) is the unique stable
model of P. Thus, we conclude that, as an alternative equivalent definition, M is a
Minimal Hypotheses model of P iff M is a stable model of PUH where H is either empty

or a non-empty set-inclusion minimal subset of Hyps(P). This provides an alternative
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way to understand Minimal Hypotheses models: as Stable Models of a program that
has been augmented with new facts — the hypotheses. The crucial point remains in
identifying the set of possible hypotheses Hyps(P) which, as seen in Definition 8.1, must
be compatible with the Layered Remainder. Were it not for this central new different
contribution — the Layered Remainder (the difference coming from the new Layered
Negative Reduction) — all MH models would coalesce to the SMs. It is the use of the
Layered Remainder that allows for more hypotheses, thus allowing for more MH models,
some of them not being SMs.

The H = () case is necessary to cover the cases where the program is locally strat-
ified. For these cases it is known the Well-Founded Model is 2-valued complete, i.e.,

WFM(P)" = which means that facts(P) = heads(P), or equivalently facts(PU®) =
heads(PUD). In such cases we want to accept My =W FM*(P)Unot WFM™(P) as a
MH model of P simply because My = facts(PUQ) = WFM*(P).

Example 8.1. Minimal Hypotheses models for the vacation problem. Recall
again the program from the vacation Example 6.5 (not the one from Example 7.1 with
the passport rules). P =

beach <+ not mountain
mountain < not travel
travel < mnot beach

All the rules depend on each other, and so they are all in layer 1. What is more body(r) = ()
for each and every rule in this program — all the literals in the bodies of these rules are
in loop with the rule whose body they are part of. In this case we thus have P = P= ﬁ,
and also Hyps(P) = {beach,mountain,travel}. Let us see what are the MH models of
this program.

There is no point in trying out H = () to check if My is a MH model of P because we
already know that facts(PU®) = facts(P) # heads(P) = heads(PU).

Assuming H = {beach} we have PUH = PU{beach} =

beach <+ mnot mountain

mountain < not travel
travel < not beach
beach

and thus PUH = PU@ch} which is just the set of facts {beach,mountain}. This

means that M\, = facts(P U@ch}) = heads(P U@ch}) = {beach,mountain} and
thus Mpyeqer, = {beach, mountain,not travel} is a Minimal Hypotheses model of P.
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Likewise, assuming H = {mountain} we have M,* . . = facts(PU{mountain}) =

heads(P U {@tm’n}) = {mountain,travel} rendering
Mountain = {not beach,mountain,travel} also a MH model of P. And finally, as-

suming H = {travel} we have M, . = facts(P Umel}) = heads(P Umel}) =
{beach,travel} rendering My qper = {beach,not mountain,travel} also a MH model of
P. There are no other MH models of P as any other non-empty subset of H is not
minimal w.r.t. to at least one of the H = {beach}, H = {mountain} and H = {travel}

considered for the three models we have just seen.

Consider now the same example, but this time with an additional fourth stubborn
friend that insists on going to the beach for the vacation, no matter what the other
friends decide. The program is now? Paupborn =

beach <+ not mountain
mountain < not travel
travel < not beach

beach

Again we have Pstu;)born = Pyubborn and thus the set of hypotheses of Psypporn remains
{beach,mountain,travel}. Notice that the use of Parubborn instead of P;bb;n allows
Hyps(Pstupborn) to be the same as for P (without the stubborn friend) above. The MH
models in this case are:

: _ _ _ + —
assuming H= Q)a we have Pstubborn UH = pstubborn U= Pstubborn and Mstubborn@ -

facts(Pst@U 0)= heads(PmmU 0) = {beach,mountain}, thus Mtuporn, = {beach,
mountain,not travel} is a Minimal Hypotheses model of Pgypporn;

assuming H = {beach}, we have Pgspporn U H = Pstupporn U {beach} = Pspypporn because
beach was already a fact in Pgpypporn

beach <+ not mountain
mountain < not travel
travel <+ mnot beach

beach
and M} ., ornpen = acts(Psgypborn U {beach}) = heads(Pspypporn U {beach}) =

{beach,mountain}, thus Mgyporn,,,,, = {beach,mountain,not travel} is a Minimal Hy-
potheses model of Psyypporn, exactly the same as Mpupborn, above;

2This variation of the vacation example is but a renaming of the literals in Example 6.2.
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assuming H = {mountain}, we have Pgspypporn U H = Pstupporn U {mountain} =

beach <+ not mountain
mountain < not travel
travel <+ not beach

beach
mountain
and M ;Ubbornmountain = facts(Pgpupporn U {mountain}) = heads( Psgypporn U {mountain}) =

{beach, mountain}, thus Msiubborn, .. wam = L0€ach, mountain,not travel} which is the
same MH model of Psyypporn as both Mpupborny and Mstubbornyeq., 8POVe;
assuming H = {travel}, we have Psppporn U H = Pgtupporn U {travel} =

beach <+ not mountain
mountain < not travel
travel <+ not beach

beach
travel
and M7 = facts(Pstubbmmmvel}) = heads(Pstubbo,mmvel}) =

stubborny,gyel
{beach,trcwelt}, thus Mgubborn,,,,. = Lbeach,not mountain,travel} is also an MH model

of Pgiubborn, and there are no other.

We can see that, when we add the fourth stubborn friend insisting on going to the
beach, we no longer have the My, ountain = {not beach,mountain,travel} model we had in
the original example. Recall that in the original program (without the beach fact) there
were three models {beach, mountain,not travel}, {beach,not mountain,travel}, and
{not beach,mountain,travel}. Of these, only the third model {not beach, mountain,travel }
is inconsistent with adding the fact beach, i.e., adding beach as a fact (insisting on going
to the beach) should not invalidate the {beach,not mountain,travel} model as this was
already a possibility considered by the three initial friends.

The minimality of H is not sufficient to ensure minimality of Mt = facts(P/U7[ )
making its checking explicitly necessary if that is so desired. Minimality of hypotheses
is indeed the common practice in science, not the minimality of their inevitable con-
sequences. To the contrary, the more of these the better because it signifies a greater
predictive power.

In Logic Programming whole model minimality is a consequence of resorting to least
fixed point definitions: the T operator in definite programs is conducive to defining a
least fixed point, a unique minimal model semantics; in SM, though there may be more
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than one model, minimality turns out to be a property because of the stability (and
its attendant classical support) requirement; in the WFS, again the existence of a least
fixed point operator affords a minimal (information) model. In abduction too, minimality
of consequences is not a caveat, but rather minimality of hypotheses is, if that even.
Hence our approach to LP semantics via MHS is novel indeed, and by insisting instead
on positive hypotheses establishes an improved and more general link to abduction and
to argumentation [188, 189].

Example 8.2. Minimality of Hypotheses does not guarantee minimality of
model. Let P, affording a single layer and with no SMs, be

a <+ notb,c
b < notc,not a
c < notab

In this case P = P = P, which makes Hyps(P) = {a,b,c}.

H = () does not determine all literals of P because

—

facts(PUP) = facts(P)=0 and

—

heads(PUQ) = heads(P) = {a,b,c}

H = {a} does determine all literals of P because

facts(PE}) = {a} and
heads(PU{a}) = {a}

thus yielding the MH model M, such that M} = facts(P/U{\a}) ={a}, ie.,
M, ={a,not b,not c}.

H = {c} is also a minimal set of hypotheses determining all literals

—

facts(PU{c}) = {a,c} and

o —

heads(PU{c}) = {a,c}

thus yielding the MH model M, of P such that M} = facts(P/U—{\c}) ={a,c}, ie., M. =
{a,not b,c}. However, M. is not a minimal model of P because M) = {a,c} is a strict
superset of M} = {a}. M, is indeed an MH model of P, but just not a minimal one
thereby being a clear example of how minimality of hypotheses does not entail minimality
of consequences.
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Just to make this example complete, we show that H = {b} also determines all literals
of P because o
facts(PU{b}) = {b,c} and
heads(PU{b}) = {b,c}

thus yielding the MH model M, such that M," = facts(m}) = {b,c}, ie, M=
{not a,b,c}. Any other hypotheses set is necessarily a strict superset of either H = {a},
H ={b}, or H={c} and, therefore, not set-inclusion minimal.

Minimal Hypotheses models are Layer Decomposable models (as we show below), but
not all LD models are MH models, as the following example shows.

Example 8.3. Some Layer Decomposable models are not Minimal Hypotheses
models. Let single layer with no SMs P be

k
not t
a,b
not b
not a

-2 o ™9
TTTTT

In this case P = P = P and therefore Hyps(P) = {a,b,t}. Since facts(P) +# heads(P),
the hypotheses set H = () does not yield a MH model.

Assuming H = {a} we have PUH = P/U{\a} =

a

k

—

S0, PUH is the set of facts {a,k} and, therefore, M, such that M} = facts(PUH) =
facts(PU{a}) = {a,k}, is a MH model of P.

Assuming H = {b} we have m} =

not t

TTTT

not a

S QR

thus facts(m}) ={b} # heads(m}) ={a,b,t,k}, which means the set of hypothe-
ses H = {b} does not yield a MH model of P.
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Assuming H = {t} we have P/UF} =

t « a,b

b < nota
a + notb
t

thus facts(m}) ={t} # heads(m}) ={a,b,t}, which means the set of hypotheses
H = {t} does not yield a MH model of P.

Since we already know that H = {a} yields an MH model M, with M;" = {a,k}, there
is no point in trying out any subset H' of Hyps(P) = {a,b,t} such that a € H' because
any such subset would not be minimal w.r.t. H ={a}. Let us, therefore, move on to the

unique subset left: H = {b,t}. Assuming H = {b,t} we have Pg{b\,t} =

t
b

thus facts(PU{?,t}) ={bt} = heads(PU{?,t}), which means My such that Mlj,_t =
facts(P/UT-l) = facts(PU{b\,t}) = {b,t}, is a MH model of P.

It is important to remark that this program has other classical models, e.g, {a,k},{b,t},
and {a,t}, all of which are Layer Decomposable Models of P, but only the first two are
Minimal Hypotheses models — {a,t} is obtainable only via the set of hypotheses {a,t}
which is non-minimal w.r.t. H ={a} that yields the MH model {a,k}.

8.2 Properties of the Minimal Hypotheses Semantics

As explained in 6.5.5.4, every SM complies with the intuitive requirements described in
6.5.4 and hence the MH semantics (and any other 2-valued semantics for NLPs for that
matter) should be model conservative generalization of the Stable Models semantics.

Theorem 8.1. Every Stable Model is a Minimal Hypotheses model. Let P be
an NLP, and M a stable model of P. Then, M is also a Minimal Hypotheses model of
P. The Minimal Hypotheses semantics is thus a model conservative generalization of the
Stable Models semantics — cf. Definition 6.38.

It is also convenient to understand how MH models relate to the Well-Founded Model
(and to the Layered Well-Founded Model) of a program.
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In the variation with the stubborn friend of Example 8.1 we saw that there are two
distinct MH models: {beach, mountain,not travel} and {beach,not mountain,travel}.
We can also see easily that the Well-Founded Model of that variation with the stubborn
friend is such that WFM (P)* = {beach,mountain}, WEFM(P)* =0, and WFM(P)~ =
{travel}. Knowing this one can wonder why, then, is there a MH model like {beach,
not mountain, travel} which clearly contradicts the WFM, both in taking mountain as
false when it is true in the WFM, and by taking travel as true when it is false in the
WFM. To answer this question we must recall that, according to Definition 6.29, the
3-valued model of a 2-valued semantics for a given program results from the intersec-
tion of all the 2-valued models of the semantics for that program. In this sense, the 3-
valued model of Example 8.1 according to MH semantics is M Hzy,( Pspupporn) ™ = {beach},
M H3zy(Pstuppborn)" = {mountain, travel}, M Hzy( Pspupporn)~ = 0 which complies (and even
coincides), not with the WFM, but with the Layered WFM (Definition 6.17). Since the
MH semantics is a Layer-Decomposable semantics, it only makes sense that its 3-valued
model complies with the LWFM but not necessarily with the WFM, the latter resting
upon the classical support notion, instead of the layered support of the former. The fun-
damental reason for there existing the MH model {beach,not mountain,travel} which
contradicts the WFM is that we want the MH semantics to enjoy Cumulativity, amongst
other properties, and, as seen on Example 7.2, a 2-valued semantics can only enjoy Cu-
mulativity if it is compatible with Layer Division. In that Example 7.2 we can clearly see
that, if the MH definition would allow the set-inclusion minimality required of H to range
over possible empty H then, in that case, there would be a single MH model for a program
which would coincide with its 2-valued Well-Founded Model, and this, as illustrated in
Example 7.2, would undermine Cumulativity.

In this current particular vacation example we can see an instance of the Theorem 6.2
where
M Hsy( Pspupborn) ™ = LW EM (P)t = {beach} C W FM(P)" = {beach, mountain},
M Hsy(Pspupporn)® = LW FM(P)* = {mountain,travel} O WFM(P)" = (), and
M Hsy(Pspupporn)” = LWFM(P)~ =0 CWFM(P)~ = {travel}.

Nonetheless, Pstypporn has a MH model {beach, mountain,not travel} that completely
complies with and corroborates the WEM. And this is also true in general, i.e., for every
program P there is a MH model M such that M+ D WFM™*(P) and M~ D WFM~(P).

Theorem 8.2. At least one Minimal Hypotheses model of P complies with
the Well-Founded Model. Let P be an NLP. Then, there is at least one Minimal
Hypotheses model M of P such that M™ D W FM*(P) and M~ 2 not WFM~(P).

Theorem 8.3. All Minimal Hypotheses models of P comply with the Layered
Well-Founded Model. Let P be an NLP, and M a Minimal Hypotheses model M of
P. Then, M is such that M+t O LWFM™*(P) and M~ 2 not LWFM~(P).
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The minimality requirement imposed on H for MH models is sufficient to ensure
Layer-Decomposablity of MH models.

Theorem 8.4. Minimal Hypotheses models are Layer Decomposable models.
Let P be an NLP, and M a Minimal Hypotheses model of P. Then, M is also a Layer
Decomposable model of P.

Example 8.4. Minimal Hypotheses models for the vacation with passport

variation. Consider again the vacation problem with the variation from Example 7.1
P =

beach

mountain

travel

not mountain
not travel
not beach,not expired_ passport

TTT

not expired_ passport
not passport ok

passport_ok <
expired_ passport <
We have P = P = P and thus Hyps(P) = {beach,mountain,travel, passport_ ok,
expired_passport}. Let us see which are the MH models for this program and how they
relate to the Layer Decomposable models in Example 7.1.

H = () does not yield a MH model.
Assuming H = {beach} we have PUH = PU{beach} =

beach

mountain

travel

beach
passport ok
expired_ passport

not mountain
not travel
not beach,not expired_passport

TTT

not expired_ passport
not passport_ ok

T T

—

and PUH =

mountain
beach
passport_ok <— not expired_passport
expired_passport <— not passport ok

which means H = {beach} is not sufficient to determine the truth values of all literals of
P. One can easily see that the same happens for H = {mountain} and for H = {travel}:
in either case the literals passport ok and expired_passport remain non-determined.
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If we assume H = {expired_passport} then PUH is

beach <+ not mountain
mountain < not travel
travel < not beach,not expired_ passport

not expired_ passport
not passport ok

passport__ ok
expired_ passport
expired_ passport

T 7T

and PUH =
mountain
expired_ passport
which means M;piredipasspom = facts(ﬁj\ﬂ) = heads(FU\H) =

{mountain,expired_passport}, i.e.,

Meapired passport = {10t beach, mountain,not travel,not passport_ok,expired_passport},
is a MH model of P — this corresponds to M<y, of Example 7.1. Since assuming
H = {expired_passport} alone is sufficient to determine all literals, there is no other set
of hypotheses H' of P such that H' D {expired_passport} (notice the strict D, not D),
yielding a MH model of P. E.g., H' = {travel,expired_passport} does not lead to a MH
model of P simply because H' is not minimal w.r.t. H = {expired_passport}.

If we assume H = {passport ok} then PUH is

beach <+ mnot mountain
mountain < not travel
travel <— not beach,not expired_passport

not expired_ passport
not passport ok

passport_ ok
expired_ passport
passport ok

<_
<_

—

and PUH =
beach <+ not mountain

mountain < not travel
travel < not beach

which corresponds to the original version of this example and still leaves literals with
non-determined truth-values. le., assuming the passports are OK allows for the three
possibilities of Example 6.5 but it is not enough to entirely “solve” the vacation problem:
we need some hypotheses set containing one of beach, mountain, or travel if (in this case,
and only if) it also contains passport_ok.
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Corollary 8.1. Stable Models are Layer Decomposable models. Let P be an
NLP, and M a stable model of P. Then, M is also a Layer Decomposable Model of P.

Proof. Trivial from Theorems 8.1 and 8.4. ]

The MH semantics trivially guarantees model existence.

Theorem 8.5. Minimal Hypotheses semantics guarantees model existence.
Let P be an NLP. There is always, at least, one Minimal Hypotheses model of P.

8.2.1 Relevance

The MH semantics enjoys both Brave Relevance and Relevance, thus allowing for top-
down query-driven proof-procedures to be developed.

Theorem 8.6. Minimal Hypotheses semantics enjoys Brave Relevance. Let
P be an NLP. Then, according to Definition 6.31,

(v a€Hp aeM" = (ElMaeModelsMH(Relp(a))Ma CMAac Mtj_))
MeModels g (P)
A

(V acEHp a < M(j = EIMGJ\/[odelsMH(P)]\4a - M)
Ma€eModelsy g (Relp(a))

holds.

Theorem 8.7. Minimal Hypotheses semantics enjoys Relevance. Let P be an
NLP. Then, by Definition 6.30,

(\V/MEModelsMH(P)a S M+) Ang (vMaEModelsMH(Relp(a))a S M(j)

holds.
Proof. Tt follows trivially from Proposition 6.4 and Theorem 8.6. O]

As pointed out before, one of the main goals of this thesis was to come up with a
2-valued semantics allowing for sound and complete top-down proof-procedures to be
developed and used for query-solving. The formal definition of a sound and complete
proof procedure regarding the MH semantics, along with corresponding proofs and imple-
mentation, is itself a task almost substantial enough for another PhD work. We do not
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undertake such endeavour here, but only point some directions and hints on the specific
issues of MH semantics one such proof-procedure must address: in particular, during top-
down querying the solver must identify the SCC a queried literal might be involved in
before trying out different minimal sets of hypotheses determining all literals in the SCC
and simultaneously not contradicting (and if possible, at least partially satisfying) the top
queried literals. Notice SCC detection can be done efficiently (i.e., in polynomial time).
SCC detection is potentially simpler than detecting all call-graph loops a literal may be
involved in, as this is an NP-complete task. SCC detection is a computationally efficient
and deterministic task (there is only one graph of SCCs for any given program), and it
can even be performed only once, before any query takes place, as a pre-processing task.
In this case, query solving would only need to consult which SCCs a literal is involved in
and not to compute them at query-solving-time for optimized efficiency.

8.2.2 Cumulativity

MH semantics enjoys both Cumulativity and Brave Cautious Monotony, thus allowing for
lemma storing techniques to be used during computation of answers to queries.

Theorem 8.8. Minimal Hypotheses semantics enjoys Cumulativity. Let P be
an NLP. Then

va,bEHp ((vMEModelsMH(P)a < M+) =
(VareModels i (P)0 € M S Y as.eModels i (PUfa})b € MJ))

Theorem 8.9. Minimal Hypotheses semantics enjoys Brave Cautious Monotony.
Let P be an NLP. Then

v acHp a€ M= M e Modelsyg(PU{a})
MGMOdelSMH(P)

8.2.3 Complexity

The complexity issues usually relate to a particular set of tasks, namely: 1) knowing if the
program has a model; 2) if it has any model entailing some set of ground literals (a query);
3) if all models entail a set of literals. In the case of MH semantics, the answer to the
first question is an immediate “yes” because MH semantics guarantees model existence for
NLPs; the second and third questions correspond (respectively) to Brave and Cautious
Reasoning, which we now analyse.



110

8.2.3.1 Brave Reasoning

The complexity of the Brave Reasoning task with MH semantics, i.e., finding an MH
model satisfying some particular set of literals is 34’-complete.

Theorem 8.10. Brave Reasoning with MH semantics is ¥5-complete. Let P
be an NLP, and @) a set of literals, or query. Finding an MH model such that M O @ is
a Y¥-complete task.

8.2.3.2 Cautious Reasoning

Conversely, the Cautious Reasoning task with MH semantics, i.e., guaranteeing that every
MH model satisfies some particular set of literals is I1{'-complete.

Theorem 8.11. Cautious Reasoning with MH semantics is Hf -complete. Let
P be an NLP, and @) a set of literals, or query. Guaranteeing that all MH models are
such that M D @ is a I1§ -complete task.

Proof. Guaranteeing that all MH models are such that M O (@) is equivalent to ensuring
there is no M 2 Q. Le., ensuring there is no M D —@). Cautious Reasoning is thus the
complement of Brave Reasoning, and since the latter is 25 -complete (Theorem 8.10), the
former must necessarily be II§-complete. O

The set of hypotheses Hyps(P) is obtained from P which identifies rules that depend
on themselves. The hypotheses are the atoms of DNLs of ﬁ, i.e., the “atoms of nots
in loop”. A Minimal Hypotheses model is then obtained from a minimal set of these
hypotheses sufficient to determine the 2-valued truth-value of every literal in the program.
The MH semantics imposes no ordering or preference between hypotheses — only their set-
inclusion minimality. For this reason, we can think of the choosing of a set of hypotheses
yielding a MH model as finding a minimal solution to a disjunction problem, where
the disjuncts are the hypotheses. In this sense, it is therefore understandable that the
complexity of the reasoning tasks with MH semantics is in line with that of, e.g., reasoning
tasks with SM semantics with Disjunctive Logic Programs, i.e, ¥£-complete and II%-
complete.



111

8.3 Procedural Methods for Minimal Hypotheses semantics

By Theorem 8.4 we know we can use the constructive method in Definition 7.7 for building
the Minimal Hypotheses models of programs with a finite number of layers. In order to
make this method sound and complete according to MH semantics, we need to include
the Minimal Hypotheses assumption step.

Definition 8.4. Layer-wise Constructive Method for Minimal Hypotheses mod-
els. Let P be an NLP with a finite number n of layers. Then all the Minimal Hypotheses
models of P can be constructed in the following manner

Algorithm Bottom-Up Construct an MH model(Program P)

M<y = My = not A% is the unique individual layer model of layer 0, i.e., P? = P=0;
for each layer index 0 <7 <n
Make the Layer Division of Pt by M_; 1 where M_; 1 = Mc;;
Non-deterministically select a set H; 1 C Hyps(P"*: M_;,1) with
heads((P™ s M 1) :: Hit1) = facts((P'™™': Mo;y1) :: Hiy1) such that
H;yq is set-inclusion minimal
Mgi—i—l = facts((]?“’l . M<7;_|_1) b Hi—i—l);
My =not (AF*\ MZ,);
Meiyr = M2 UMZ; g
M<,, is a Minimal Hypotheses model of P

Figure 8.1: Algorithm BorTOM-UP CONSTRUCT AN MH MODEL.

Recall that P:: 1 = PUT as per Definition 7.1 and so, in the current definition we use
the P :: I notation instead of PUT just for convenience. Although such a constructive
method might be indeed useful, our main focus is on top-down querying using only the
part of the program relevant to the query, and under this setting a bottom-up constructive
method is not primarily important. We return to the issue of top-down query-solving with
MH semantics when we address the Relevance property below.

In this chapter we presented the Minimal Hypotheses semantics, a member of the Layer-
Decomposable semantics family complying with the Ockham’s razor principle of minimality
of hypotheses, and enjoying a number of properties useful for future practical implemen-
tations. We now turn to compare this semantics to others and to different approaches to



112

logic programming.




9 . Comparisons

The secret of what anything means to
us depends on how we have connected
it to all other things we know.

MARVIN MINSKY

In Chapter 7 we defined the Layer-Decomposable semantics family and showed how the
Layer Decomposable models mirror the syntactic structure of layering. In Chapter 8 we
defined the Minimal Hypotheses semantics and showed it to be a member of the Layer-
Decomposable semantics family (cf. Theorem 8.4). We have also shown that, because all
stable models are Minimal Hypotheses models (cf. Theorem 8.1), they are also Layer-
Decomposable (cf. Corollary 8.1).

The Minimal Hypotheses semantics is a special case of a Layer-Decomposable semantics,
but there might be several other Layer-Decomposable semantics. We are not defining and
studying here every possible Layer-Decomposable semantics; instead, we opt to focus on
MH semantics as this corresponds to the intuition described in Section 6.5 and enjoys
the properties detailed in 6.5.5, and consequently we choose it for comparison with other
semantics for NLPs and other approaches to logic.

9.1 Other Semantics for NLPs

As we have seen in Chapter 8, and in particular in Theorem 8.1, all stable models are
MH models. Since MH models are always guaranteed to exist for every NLP (cf. Theo-
rem 8.5) and SMs are not, it follows immediately that the Minimal Hypotheses semantics
is a strict model conservative generalization (cf. Definition 6.38) of the Stable Models
semantics. For Normal Logic Programs, the Stable Models semantics coincides with the
Answer-Set semantics (which is a generalization of SMs to Extended Logic Programs),
where the latter is known (cf. [110]) to correspond to Reiter’s default logic. Hence, all
Reiter’s default extensions have a corresponding Minimal Hypotheses model. Also, since
113
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Moore’s expansions of an autoepistemic theory [160] are known to have a one-to-one cor-
respondence with the stable models of the NLP version of the theory, we conclude that for
every such expansion there is a matching Minimal Hypotheses model for the same NLP.

As shown in Theorem 8.2, at least one MH model of a program complies with its
well-founded model, although not necessarily all MH models do. E.g., the program from
Example 6.2 has the two MH models {a,b,not ¢} and {a,not b,c}, whereas the W F M (P)
imposes WFM™(P)={a,b}, WFEM"(P)=0,and WFM~(P)={c}. This, as we already
know, is due to the set of Hypotheses Hyps(P) of P being taken from P (which is based
on the layered support notion) instead of being taken from P (which is based upon the
classical notion of support).

Not all Minimal Hypotheses models are Minimal Models of a program. As we have
already noted in Chapter 8, the rationale behind MH semantics is minimality of hypothe-
ses, but not necessarily minimality of consequences, the latter being enforceable, if so
desired, as an additional requirement, although at the expense of increased complexity.

In [187, 204] (the latter being our M.Sc. thesis) we defined and studied the Revised
Stable Models (RSMs) semantics for NLPs. This semantics had the same motivational
drives as the ones for this thesis, but the definition of the RSM semantics turned out to be
quite hard to grasp and to explain. The RSM semantics built upon the notion of Reductio
ad Absurdum (RAA): intuitively, if some atom is assumed false in an interpretation and
the same atom comes out true as a consequence of that assumption plus the rest of
the interpretation, then, by reductio ad absurdum, that interpretation is rejected as a
candidate model.

Although we have not yet undergone a thorough comparative analysis between the MH
and the RSM semantics, in every example program we tried we noticed that all RSMs
were also MH models, although the converse was not true.

Example 9.1. Revised Stable Models versus Minimal Hypotheses models.

Let P be
c 4+ notm

m < notb
b < m,not c

This program has three MH models: My = {b,c,not m}, Ms = {not b,c,m}, and Mz =
{b,not ¢,m}. Of these, only M and My are RSMs.

In a very informal way, it seems that the RAA approach of RSMs can be seen as
a restricted version of the hypotheses assumption of MH semantics, but the rigorous
comparison of these two semantics is still to be done and, as such, is a topic for future
work. Moreover, it turned out that the RSM semantics does not enjoy Cumulativity as
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we would desire, and this was one of the additional factors that motivated the definition
of the MH semantics. E.g., in the Example 9.1 above, according to the RSM semantics,
c is true in all RSMs, but if we add ¢ as a fact to the program then PU{c} admits only
My = {not b,c,m} as an RSM thus rendering m also true in all its RSMs. Since m was
not true in all RSMs of P, the RSM semantics fails Cumulativity.

9.2 Argumentation

The relation between logic programs and argumentation systems has been considered for
a long time now ([14, 42, 91, 173] amongst many others) and we have also taken steps to
understand and further that relationship [188, 189, 190].

In 6.4.2.4 and 6.4.2.5 we saw different approaches to the argumentation perspective of
semantics for NLPs.

We are not making a comprehensive comparative analysis of the MH semantics with
the Revision Complete Scenarios but just noticing the philosophical similarities between
them, namely concerning the minimal assumption of hypotheses producing, as a conse-
quence, a 2-valued complete model. The MH semantics explicitly demands minimality
of positive hypotheses, whereas the Revision Complete Scenario argumentation approach
makes the non-redundant and unavoidable requirements on a set of positive hypotheses.
These are not the same as explicit minimality, but the rationale behind them is similar.
The Approved Models semantics, on the other hand, strives for maximality (in the sense
of Definition 5.10) of negative hypotheses M ~. One feature of the Approved Models se-
mantics is that it generalizes Dung’s Preferred Extensions to 2-valued complete models.
It remains for future work to analyse the Minimal Hypotheses semantics from an argu-
mentation perspective, thoroughly comparing it to the Revision Complete Scenarios and
the Approved Models semantics.

In [167], the author (with whom we shared our goals and vision of semantics for NLPs
a few years ago) also aims at semantics for LPs, guaranteeing model existence, enjoying
relevance, and seamlessly encompassing the argumentation approach. He also compares
his own approach to our own [187] thereby showing that other researchers in our scientific
community have recognized the importance and non-triviality of the issues and concerns
we have been addressing.
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9.3 Other Aspects
We can summarize a comparison of some complexity results of the main 2-valued and 3-

valued semantics (the SM and the WF semantics, respectively) against the MH semantics’s
own results in a table:

Model Existence | Brave Reasoning | Cautious Reasoning
WFS O(1) P-complete P-complete
SMs NP-complete NP-complete coNP-complete
MHs O(1) Y -complete I15 -complete

By assigning a meaning, a model, to every NLP, the MH semantics completely lifts
any restriction on the use of NLP rules for Knowledge Representation and Reasoning and,
as pointed out in 6.5.1, it increases the declarativity of NLPs by unequivocally separating
the roles of Integrity Constraints from rules with “non-1” head. From a “generate-and-
test” perspective, with MH semantics, rules with “non-1” head can be arbitrarily used
for the “generate” role, whereas Integrity Constraints ( rules with “1” as head) are used
for the “test” role. Most importantly, with MH semantics, only ICs can play the “test”
role, and only “non-1” head rules can play the “generate” role.

Overall, the MH is a 2-valued semantics (like the SMs one), it guarantees model ex-
istence, relevance and cumulativity (like the WFS), and also Brave Relevance and Brave
Cautious Monotony. By stemming from a hypotheses assumption approach, the MH se-
mantics is naturally fit for effectively embodying abductive knowledge representation and
reasoning, as well as argumentation settings as these can be described by argumentation
hypotheses assumption. Much remains to be explored.

The MH semantics builds upon a hypotheses assumption approach. This brings the MH
semantics very close to the abduction reasoning mechanism as previously discussed (in
1.2.8, Section 6.2, Section 7.1, and Chapter 8). The MH semantics strives to achieve a
pragmatic balance between being conceptually simple stand (like the Stable Models seman-
tics), enjoying a number of useful properties (like the Well-Founded Semantics), providing
a natural bridge between deductive and abductive reasoning, and allowing for relatively
simple implementations. Now that we have a slightly better understanding of the relations
between the MH and other semantics and approaches to logic programs, we can consider
Reasoning with Logic Programs, including abductive reasoning, with the MH semantics.
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PART II1

Reasoning with Logic Programs






10 . Abductive and Deductive Reasoning

Logic: The art of thinking and
reasoning in strict accordance with
the limitations and incapacities of the
human misunderstanding.

AMBROSE BIERCE

In the previous parts of this thesis we studied desirable properties of semantics and of
program structure, with a view to represent knowledge with Normal Logic Programs, and
also how to extend that representation formalism to deal with explicit negation and disjunc-
tion. We identified the intrinsic structure of knowledge as written as a set of sentences,
or logic rules, using such formalisms. We outlined the desirable properties a semantics
for such logic programs should enjoy, defined the family of semantics that conforms to
the structure of knowledge. Then, we defined the Minimal Hypotheses models semantics,
showed how if fits in that family, enjoys those properties, and compared it with other se-
mantics and approaches to logic programs. We now address the problem of reasoning with
logic programs under MH semantics.

We begin this chapter by establishing a quasi-equivalence relation between abduction and
deduction by showing that deductive reasoning can be seen as a particular case of abduc-
tive reasoning, and that, on the other hand, abductive reasoning can be emulated by purely
deductive reasoning. Then we show how general abductive and deductive reasoning boil
down to local knowledge existential query-answering. After doing so we turn to the issue
of checking for side-effect consequences of such query answers, for they might be of un-
avoidable interest in practical applications.

The contributions in this chapter have been previously published in [182, 192, 195].
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10.1 Abduction and Deduction

As we have seen in Chapter 1, reasoning with Knowledge Bases represented as Logic
Programs can be split into three possible methods: deduction, induction, and abduction.
Induction, as said before, is out of the scope of this thesis, as it amounts to a sort of
learning which clearly is not a topic to be broached here.

In 1.2.3 we outlined the abductive problem-solving general idea as “hypothesizing plau-
sible reasons sufficient for justifying given observations or supporting desired goals”. The
simple common formalization of the abductive problem solving framework was stated as:
d C A is an abductive solution to goal (or abductive query) @ given a Knowledge Base
KB iff KBUJ§ |EQ and KBU¢ [~ L, where A is the set of abducible hypotheses — and
usually abducibles are considered to have no rules, i.e., ANheads(K B) = 0. Without loss
of generality, we consider such abducibles to consist just of literals, as reasons in the form
of rules can simply have their bodies labeled by inclusion of hypothetical literals that can
switch a rule on or off.

Deductive reasoning can be easily perceived as a special case of abductive reasoning:
the one where there are no abducible hypotheses, and thus conclusions can only stem
from the (abducible-free) rules of the program.

On the other hand, 2-valued abductive logic programs can be modeled by “non-
abductive” normal logic programs: because they do not depend on any other literal
in the program, abducibles can be modeled in a Logic Program system without specific
abduction mechanisms by including, for each abducible, a pair of rules generating the two
alternative abductions, e.g.,

abducible <+ not neg_abducible
neg abducible < not abducible

where both abducible and neg_abducible are new reserved atoms, (i.e., not previously
in ‘Hp) representing the abducible and its negation, respectively. This approach is also
followed by [238].

According to Definition 6.31, a semantics enjoying Brave Relevance allows for query
answering with partial knowledge only (i.e., resorting exclusively to the part of the pro-
gram relevant for the query). This guarantees that a sub-model entailing the query found
during relevant query-solving is extendible to a complete model. With this NLP represen-
tation of abducibles, an abductive answer to a query @) using only partial knowledge will
include just the abducibles 6 C A considered during the query-solving; i.e., the abductive
sub-model My found entailing the query (Ms = @) is a 3-valued abductive model guaran-
teed to be a part of a 2-valued abductive model M for the complete program (M = K B).



123

This means that all abducibles that are not explicitly assumed true or false in Mg remain
undefined in this sub-model, whereas they will have a 2-valued truth-value in each whole
model M = KB such that M D Ms.

With this we see how in fact abduction and deduction are just two different ways of
dealing with the same sort of logical reasoning, which 1) buttresses even more the hypothe-
ses assumption approach as a way to define a semantics for (not necessarily abductive)
logic programs; and 2) is in accordance with [61].

We now turn to the general issue of (abductive/deductive) logical reasoning as query
answering.

10.2 Reasoning as Query-Answering

The semantic entailment |= used in the formulas above leaves open the issue of universal
versus existential (abductive/deductive) goal/query entailment as explained in 1.2.1; and
yet another orthogonal axis of problem framing covers the scope of reasoning — complete
versus partial knowledge reasoning, as outlined in 1.3.

One of the main motivations behind this work is to provide a formal scaffolding upon
which practical reasoning tools can be developed allowing for abductive/deductive exis-
tential query answering resorting only to partial knowledge. This is important for the
subsequent development of efficient practical tools and also because, when being guar-
anteed, further generalizations can be developed to encompass all the other scenarios,
namely:

 universal (abductive/deductive) query answering (either using partial or complete
knowledge) can be achieved by systematically checking each and every individual
existential query answer obtained with the same scope of knowledge

o existential (abductive/deductive) query answering using complete knowledge is triv-
ially achievable if existential query answering is attainable using only partial knowl-
edge — the “non-local” part of the global knowledge can simply be ignored

As seen before, partial knowledge reasoning requires the Relevance property — in its
several variants presented in 6.5.5.2. Since the Minimal Hypotheses semantics enjoys
all the Relevance properties (Relevance, and Brave Relevance) we can safely use it as
the underlying semantics for abductive/deductive universal/existential query answering
resorting to complete/partial knowledge.



124

Definition 10.1. Local Knowledge Existential Abductive Query-answering in a
Logic Program. Let P be a NLP representation of the user’s Knowledge Base, A a set
of abducible hypotheses such that ANheads(KB) =), S a semantics for NLPs enjoying
Brave Relevance, and @) a user-specified (abductive) query.

Mg Ué is a local-knowledge abductive existential answer to query () according to
semantics S iff

e CA
« MgUJ is a model of Relp(Q)Ud according to S

e MgUio2DQ

Since S enjoys Brave Relevance, we know that there is some model M of PUJ such
that M 2 Mg, i.e., Brave Relevance guarantees existence of a complete knowledge answer
given a partial knowledge one. Also, notice that whenever A = (), or 6 = () the definition
above coalesces into the simple deduction scenario (abduction-free).

As we have just seen, both deduction and abduction are fully covered (in both universal
and existential variants) by partial knowledge query-answering. In practical applications,
however, this may not be enough as it may be useful, sometimes indeed necessary, to
check for side-effects of an answer to a query, because only partial — not complete — models
are obtained in answer to queries. We now turn to further explore this aspect of logic
reasoning, so that side-effects can be just checked for, without conducing to abductions
just on their behalf.

10.3 Inspecting Side-Effects of Abductions

One application of abductive reasoning is that of finding which actions to perform, their
names being coded as abducibles. Under this setting, besides needing to abductively
discover which hypotheses to assume in order to satisfy some query/goal condition, we
may also want to know some of the side-effects of those assumptions; in fact, this is a
rather rational thing to do. But, most of the time, we do not wish to know all possible
side-effects of our assumptions, as some of them will be irrelevant to our concern. Likewise,
the side-effects inherent in abductive explanations might not all be of interest.

It is also important to point out that such a conceptual inspection mechanism is inde-
pendent of the underlying semantics used for the logic programs at hand: the side-effect
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inspection construct is useful in itself independently of whether the Minimal Hypotheses
models, the Stable Models, the Well-Founded, or any other semantics is being used for
the abductive logic program.

Example 10.1. Relevant and irrelevant side-effects.

Consider this logic program where drink__water’ and ‘drink__beer’ are the abducibles.

wet__glass <+ use_glass
use__glass <+ drink 1 <« not drink,thirsty
drink <+ drink_water | drink < drink_beer

unsafe_drive <+ drunk
drunk <+ drink__beer

thirsty

Suppose we want to satisfy the Integrity Constraint, and also to check if we get drunk
or not. However, we do not care about the glass becoming wet — that being completely
irrelevant to our current concern. In this case, computation of whole models is a waste of
time, because we are interested only in a subset of the program’s literals. Moreover, in this
example, we may simply want to know the side-effects of the possible actions in order to
decide (to drive or not to drive) after we know which side-effects are true. In such a case,
we do not want to simply introduce an IC expressed as L <— unsafe drive because that
would always impose abducing not drink__beer. We want to allow all possible solutions for
the single IC' 1 <— not drink,thirsty and then check for the side-effects of each abductive
solution.

Checking for consequences of abductions amounts to inspecting the side-effects literals
of interest whose truth-value may be affected by the abductions. We now turn to define
both the declarative and procedural semantics of such an inspection mechanism.

10.3.1 Backward and Forward chaining

Backward and Forward chaining are but different procedural methods to implement a
deductive mechanism [55]. If abductive reasoning is desired, any deductive method plus
a hypothesizing mechanism will suffice [21, 61]. Procedurally, abductive query-answering
can be seen as a backward-chaining process, a top-down dependency-graph oriented proof-
procedure. On the other hand, finding the side-effects of a set of abductive assumptions
may be conceptually envisaged as forward-chaining, as it consists of progressively deriving
conclusions from the assumptions until the truth value of the chosen side-effect literals is
determined.

The problem with full-fledged forward-chaining is that too many (often irrelevant)
conclusions of the adopted assumptions are derived. Wasting time and resources deriving
them only to be discarded afterwards is a flagrant setback. Worse, there may be many al-
ternative models satisfying an abductive query (and the ICs) whose differences just repose
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on irrelevant conclusions. This way, unnecessary computation of irrelevant conclusions
can be compounded by the need to discard irrelevant alternative complete models too.

A more intelligent solution would be afforded by selective forward-chaining, where
the user would be allowed to specify those conclusions (s)he is focused on, and only
those would be computed. Combining backward-chaining with selective forward-chaining
would allow for a greater precision in specifying what we wish to know, and improve
efficiency altogether. In the sequel we show how such a selective forward chaining from
a set of abductive hypotheses can be replaced by backward chaining from the focused on
conclusions — the inspection points — by virtue of a controlled form of abduction which,
never performing extra abductions, just checks for abducibles assumed elsewhere.

10.3.2 Operational Intuition of Inspection Points

In order to endow abductive logic programs with this side-effect inspection mechanism we
need to extend the abductive logic programming language with the special reserved con-
struct inspect/1. The operational intuition of inspection points goes as follows: the user
wraps with the reserved construct inspect(.) the literal whose truth-value (s)he intends
to check being a consequence of a solution to the query; then, when the user launches an
abductive query (which itself may include inspected literals), abducible hypothesis are
adopted, as usual, to satisfy the query except when the abduction step is to be performed
inside a sub-tree with an inspected literal as root.

Example 10.2. Police and Tear Gas Issue. Consider this NLP, where ‘tear_gas’,
‘fire’, and ‘water cannon’ are the only abducibles. Notice that inspect is applied to
calls.

1L <« police,riot,not contain

contain <— tear__gas contain < water cannon
smoke <« fire smoke < inspect(tear gas)
police riot

Notice the two rules for ‘smoke’ The first states that one explanation for ‘smoke’ is
fire, when assuming the hypothesis ‘fire’. The second states tear _gas’ is also a possible
explanation for smoke. However, the presence of tear gas is a much more unlikely situ-
ation than the presence of fire; after all, tear gas is only used by police to contain riots
and that is truly an exceptional situation. Fires are much more common and sponta-
neous than riots. For this reason, ‘fire’ is a much more plausible explanation for ‘smoke’
and, therefore, in order to let the explanation for ‘smoke’ be ‘tear__gas’, there must be
a plausible reason — imposed by some other likely phenomenon. This is represented
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by inspect(tear__gas) instead of simply ‘tear__gas’ Declaratively, the ‘inspect’ Opera-
tionally, the ‘“inspect’ construct disallows regular abduction to be performed whilst trying
to find an abductive answer to ‘tear _gas’ in a top-down abductive proof-procedure. I.e.,
if we take ‘tear gas’ as an abductive solution for smoke, this rule imposes that the step
where we abduce ‘tear _gas’ must be performed elsewhere, not under the derivation tree
for ‘smoke’ Thus, ‘tear_gas’ is an inspection point. The IC, because there is ‘police’
and a ‘riot’, forces ‘contain’ to be true, and hence, ‘tear__gas’ or ‘water__cannon’ or
both, must be abduced. ‘smoke’ is only explained if, at the end of the day, ‘tear gas’
is abduced to enact containment. Abductive solutions should be plausible, and ‘smoke’
is plausibly explained by ‘tear__gas’ if there is a reason, a best explanation, that makes
the presence of tear gas plausible; in this case the riot and the police. Plausibility is an
important concept in science, for lending credibility to hypotheses. Assigning plausibility
measures to situations is an orthogonal issue.

If we were to remove the ‘1L < police,riot,not contain’ IC" and launch the abductive
query ‘smoke’, the unique abductive answer would be ‘fire’ However, if we were to re-
move both the IC and the inspect around ‘tear__gas’ in the ‘smoke < inspect(tear__gas)’
rule — thus rendering it ‘smoke < tear__gas’ — then ‘tear__gas’ would become an al-
ternative abductive answer to the query ‘smoke’. This clearly shows how the inspect
construct enforces the passive role of merely checking if a literal’s truth-value follows as
a consequence of abductions instead of allowing extra abduction to take place solely in
order to satisfy the query.

In this example, another way of viewing the need for the new mechanism embodied by
the inspect predicate is to consider we have 2 agents: one is a police officer and has the
possibility of abducing (corresponding to actually throwing) ‘tear__gas’; the other agent is
a civilian who, obviously, does not have the possibility of abducing (throwing) ‘tear__gas’
For the police officer agent, having the smoke < inspect(tear__gas) rule, with the inspect
is unnecessary: the agent knows that ‘tear gas’ is the explanation for ‘smoke’ because
it was himself who abduced (threw) ‘tear__gas’; but for the civilian agent the inspect in
the smoke < inspect(tear__gas) rule is absolutely indispensable, since he cannot abduce
‘tear__gas’ and therefore cannot know, without inspecting, if that is the real explanation
for ‘smoke’.

10.3.2.1 Meta-abduction

An intuitive way to model the inspection mechanism is by viewing it as meta-abduction.
Intuitively, when an abducible is considered under mere inspection, meta-abduction ab-
duces only the intention to a posteriori check for its abduction elsewhere, i.e. it ab-
duces the intention of verifying that the abducible is indeed adopted, but elsewhere, not
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under inspection. A practical operational way to implement such meta-abduction is,
when we want to meta-abduce some abducible ‘z’, we abduce a literal ‘consume(x)’ (or
‘abduced(x)’) instead, which represents the intention that ‘z’ is eventually abduced else-
where in the process of finding an abductive solution to the top query/goal. The check
is performed after a complete abductive answer to the top query is found. Operationally,
‘z’ will already have been, or will later be, abduced as part of the ongoing solution to the
top goal.

Example 10.3. Nuclear Power Plant Decision Problem. This example was ex-
tracted from [215] and adapted to our current designs, and its abducibles do not represent
actions.

In a nuclear power plant there is decision problem: cleaning staff will dust the power
plant on cleaning days, but only if there is no alarm sounding. The alarm sounds when
the temperature in the main reactor rises above a certain threshold, or if the alarm itself
is faulty. When the alarm sounds everybody must evacuate the power plant immediately!
Abducible literals are cleaning day, temperature_rise and faulty alarm.

dust <« cleaning day,inspect(not sound__alarm)
1 < not cleaning day
evacuate < sound alarm
sound__alarm < temperature_rise
sound__alarm < faulty alarm

Satisfying the unique IC imposes cleaning day true and gives us three minimal abductive
solutions:

S1 = {dust,cleaning day}
Sa = {cleaning_day, sound__alarm,temperature_rise,evacuate}
Ss = {cleaning_day, sound__alarm, faulty _alarm,evacuate}

If we pose the query ? —not dust we want to know what could justify the cleaners dusting
not to occur given that it is a cleaning day (enforced by the IC). However, we do not want
to abduce the rise in temperature of the reactor nor to abduce the alarm to be faulty in
order to prove not dust. Any of these justifying two abductions must result as a side-effect
of the need to explain something else, for instance the observation of the sounding of the
alarm, expressible by adding the IC 1 < not sound__alarm, which would then force the
abduction of one or both of those two abducibles as plausible explanations. The inspect/1
in the body of the rule for dust prevents any abduction below sound__alarm to be made
just to make not dust true. One other possibility would be for two observations, coded
by ICs L < not temperature_rise or L < not faulty alarm, to be present in order for
not dust to be true as a side-effect. A similar argument can be made about evacuating:
one thing is to explain why evacuation takes place, another altogether is to justify it as
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necessary side-effect of root explanations for the alarm to go off. These two pragmatic
uses correspond to different queries: 7 — evacuate and ? —inspect(evacuate), respectively.

10.3.3 Declarative Semantics of Inspection Points

A simple transformation maps programs with inspection points into programs without
them. Mark that the Minimal Hypotheses models of the transformed program where
each abducible(X) is matched by the abducible X (X being a literal a or its default
negation not a) clearly correspond to the intended procedural meanings ascribed to the
inspection points of the original program.

The intuition for the program transformation we present next is as follows: we trans-
form a program P into another II(P) which is a duplication of P where the duplicate
rules are used for inspecting, i.e., under these duplicate rules all references to abducibles
L are replaced by meta-abductions (abduced(L)). This way, under an inspect rule there
are no abducibles, only eventually meta-abductions.

Definition 10.2. Transforming Inspection Points. Let P be a program containing
rules whose body possibly contains inspection points. The program II(P) consists of:

1. all the rules obtained by the rules in P by systematically replacing:

e inspect(not L) with not inspect(L);

 inspect(a) or inspect(abduced(a)) with abduced(a)
if a is an abducible, and keeping inspect(a) otherwise.

2. for every rule A< Lq,...,L; in P, the additional rule:
inspect(A) < Lll, . .,L; where for every 1 <i <t:
abduced(L;)  if L; is an abducible
L; =4 inspect(X) if L; is inspect(X)
inspect(L;) otherwise

3. for every abducible A, the additional rules:

A not neg_ A
neg A not A
abduced(A) not abduced(neg__A)

abduced(neg__A) not abduced(A)
abduced(A),not A

abduced(neg__A),not neg_ A

TTTTTT

L
L
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The semantics of the inspect predicate is exclusively given by the generated rules for
inspect.

Example 10.4. Transforming a Program P with Nested Inspection Levels.
Consider the following program where the abducibles are a,b,c,d

r < a,inspect(y),b,c,not d y < inspect(not a)

z +— d y < byinspect(not z),c
Then, TI(P) is:
r < a,inspect(y),b,c,not d
inspect(x) < abduced(a),inspect(y),abduced(b),abduced(c),not abduced(d)
y < not abduced(a)
inspect(y) < not abduced(a)
y < b,not inspect(z),c
inspect(y) < abduced(b),not inspect(z),abduced(c)
z 4 d
inspect(z) < abduced(d)

plus the rules for the abducibles a,b, c,d produced by step 3 of the program transformation
in def. 10.2. If, say, we want x to be true, we can simply add the IC' | < not x, in which
case the unique abductive layer decomposable model of II(P)U{L < not =} respecting
the inspection points is:
{z,a,b,c,abduced(a),abduced(b),abduced(c),inspect(y),abduced(neg_d)}. Note that for
each abduced(a) the corresponding a is in the model.

10.3.4 Inspection Points in Other Abductive Systems

In the context of abductive logic programs, we have presented a new mechanism of in-
specting literals that can be used to check for side-effects, by relying on conditional meta-
abduction. We have implemented the inspection mechanism within the Abdual [21] meta-
interpreter (cf. 11.3). We have further checked that our approach can easily be adopted,
in part, by other systems [57] with the help of these cited authors.

HyProlog [57] is an abduction/assumption system which allows for the user to specify if
an abducible is to be consumed only once or many times. In HyProlog, as the query solving
proceeds, when abducible/assumption consumptions take place, they are executed by
storing the corresponding consumption intention in a store. After an abductive solution for
a query is found, the actual abductions/assumptions are matched against the consumption
intentions. Overall, there is not such a big gap between the operational semantics of
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HyProlog and the inspection points implementation we present; however, there is a major
functional difference: in HyProlog we can only specify consumption directly on abducibles,
whereas in our more general inspection points approach we can declare inspection of any
literal (not just abducibles) — meaning any abducible found below an inspect-wrapped
literal call is automatically just inspected.

In [215], the authors detect a problem with the IFF abductive proof procedure [104]
of Fung and Kowalski, in what concerns the treatment of negated abducibles in integrity
constraints (e.g. in their examples 2 and 3). They then specialize IFF to avoid such
problems, which arise only in ICs, and prove correctness of the new procedure. The
detected problem refers to the active use of an IC comprising in its body some not A,
where A is an abducible, whereas the intended use should be a passive one, simply checking
whether some A is proved in the abductive solution found. To that effect, by means of an
inference rule used during query evaluation, it is as if they replaced such occurrences of
not A by not provable(A), before moving each as a disjunct provable(A) to the IC head
along with other disjuncts, so as to ensure that no new abductions are allowed during IC
checking, by virtue of provable/1. For a detailed exposition the reader is referred to their
section 4.2. Our own work generalizes the scope of the problem they solved, and solves
the problems arising in this wider scope. For one, we abduce both positive and negative
literals, and the latter are not true by default. Moreover, we allow for passive checking
not just of negated abducibles but also of positive ones, as well as passive checking of any
literal, whether or not abducible and whether in ICs or other rules. Furthermore, we allow
to single out which specific occurrences are passive or active. Thus, we can cater for both
passive and active ICs, depending on the desired usage. Our solution uses abduction itself
to solve the problem, making it general for deployment in other abductive frameworks
and procedures.

We have covered some aspects of abductive and deductive reasoning with logic programs,
and also presented a practical method for inspecting side-effects of abductions which can
be used for different purposes. We now turn to describe our implementation efforts of
some of the mechanisms we use in this thesis.







11 . Implementations

To build may have to be the slow and
laborious task of years. To destroy
can be the thoughtless act of a single
day.

WINSTON CHURCHILL

It is one of our ultimate goals to build a software application that uses the Minimal
Hypotheses semantics as the underlying platform for Knowledge Representation and Rea-
soning, and allows for top-down query-solving with abduction and respective side-effect
inspection. Once the theoretical fundaments for this are pinned down, however, such a
task is more of a software engineering challenge than a knowledge representation and rea-
soning within computational logic one, the latter being the scope of our present work. In
this thesis’s work we focus on the theoretical issues as they must be dealt with before any
practical implementation efforts can be undertaken. Nonetheless, we wanted to take the
initial implementation steps for some of the core components of the theoretical scaffolding
we presented in earlier chapters.

We firstly describe these prototypical proof-of-concept implementations now: first, our
contribution to the innards implementation of the loop detection mechanism of the Well-
Founded Semantics in XSB-Prolog, which is the engine of our choice; then, our envisioned
approach for solving queries in a top-down fashion resorting to XSB-Prolog and its XASP
interface to Smodels; and secondly and orthogonally, our implementation of abductions’
side-effect inspection described in Chapter 10. The motivation for the latter’s implemen-
tation arises from the need to be able to check for specific side-effect consequences of
abductive solutions to a query, but without in the process making further abductions whilst
doing the checking.

The reader not interested in implementations may skip this chapter without loss of any
other non-implementation-related content. Most of the contents of this chapter has been
previously published in our contributions [182, 192, 194, 195, 232].
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11.1 Enforcing the WFS in XSB-Prolog via Answer Completion

The Prolog language has been for quite some time one of the most accepted means to
codify and execute logic programs, and as such has become a useful tool for research
and application development in logic programming. Several stable/production stage im-
plementations have been developed and refined over the years, with plenty of working
solutions to pragmatic issues, ranging from efficiency and portability to explorations of
language extensions. The XSB Prolog system! is a particular instance of a Prolog system
with a special focus on implementing program evaluation following the WFS for NLPs.

XSB-Prolog intends to implement the WFS but, up to now, for efficiency reasons,
it had not yet included the loop detection mechanism (cf. Definition 6.10). Without
this loop detection the XSB-Prolog does not fully correctly implement the Well-Founded
Semantics and, equivalently, it does not fully correctly implement the Remainder operator
(cf. Definition 6.13). Herein we discuss our practical efforts towards implementing that
loop detection component in the SLG-WAM of XSB-Prolog. The vast majority of the
progress and results reported in this section are to be credited to our co-author Terrance
Swift [232], but since we did give a hands-on persistent contribution to them, and they
are closely related to the rest of this thesis, we include them here as well.

Answer Completion amounts to a reification of the positive loop detection and elimi-
nation necessary for a fully correct implementation of the WE'S.

11.1.1 Motivation — Unfounded Sets detection

Designers of logic programming engines must weigh the usefulness of operations against
the burden of complexity they require. Perhaps the best known example is the occurs
check in unification. Prologs derived from the WAM do not usually perform occurs check
between two terms. Rather, the occurs check, if needed, must be explicitly invoked
through the ISO predicate

unify with_occurs_check/2 or a similar mechanism. For evaluating normal programs
using tabling, checking for certain positive loops (cf. Definition 6.10) involves similar
considerations. While most positive loops can be efficiently checked, positive subloops
within larger negative loops are more difficult to detect, and account for the over-linear
complexity of evaluating a program P according to WFS, which is atoms(P) x size(P),
where atoms(P) is the number of atoms of P and size(P) is the number of rules of P.
As implemented in XSB, the SLG-WAM detects positive loops between tabled subgoals

1Both the XSB Logic Programming system and Smodels are freely available at: http://xsb.
sourceforge.net and http://www.tcs.hut.fi/Software/smodels.
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so that answers are not added to a table unless they are true, or if they are involved in
a loop through negation and thus being undefined at the time of their addition (termed
conditional answers). This sort of evaluation can be done in time linear in size(P) 2.
However, a situation can arise where certain conditional answers are later determined to
be true or false. This determination might break a negative loop, which then uncovers
a positive loop and makes the answers false. Within SLG, this situation is addressed
by the ANSWER COMPLETION operation, which is not implemented within the currently
available version of the SLG-WAM. So far, the lack of ANSWER COMPLETION has not
proven a problem for most programs. However, the SLG-WAM is increasingly being
used to produce well-founded residues for highly non-stratified programs for applications
involving intelligent agents (e.g. [183]), where the need for ANSWER COMPLETION is
greater.

In this section we examine issues involved in adding ANSWER COMPLETION to the
SLG-WAM. We illustrate the situation of a positive loop being uncovered when a neg-
ative loop is resolved through a concrete example, and then we provide a formal result
on the contribution ANSWER COMPLETION makes to the complexity of computing WFS.
We introduce an algorithm for efficiently performing ANSWER COMPLETION (subject
to its complexity), and discuss performance results obtained by implementing it in the
SLG-WAM. We must assume knowledge of tabled evaluation of WFS through SLG reso-
lution [56] as well as certain data structures of the SLG-WAM [217].

Example 11.1. Need for positive loop detection. The following program is
soundly, but not completely, evaluated by the SLG-WAM, where tnot/1 indicates that

tabled negation is used:
:— table p/1,7/0,s/0.

p(X) = tnot(s).
p(X) = p(X).
s :— tnot(r).
s = p(X).
r :— tnot(s),r

The well-founded model for this program has true atoms {s} and false atoms {r,p(X)}.
Recall that literals that do not have a proof and that are involved in loops over default
negation are considered undefined in WFS. Unproved literals involved only in positive
loops, i.e., without negations, are unsupported and, hence, false in WFS. Accordingly,
p(X), whose second clause fails, is false; however, a query to p(X) in XSB indicates that
p(X) is undefined. The reason is that during evaluation the engine detects a strongly
connected component (SCC) of mutually dependent goals containing p(X), r and s, along

2This result corresponds to Theorem 1 of [232] whose proof and related definitions can be found
in that paper’s online full version with proofs at http://www.cs.sunysb.edu/~tswift/webpapers/
iclp-09-iac.pdf
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with negative dependencies, and no answers for any of these goals. In such a situation, the
SLG-WAM delays negative literals and continues execution. Here, the literal tnot(s) in
the rule p(X) : —tnot(s) is delayed, producing an answer p(X) : —tnot(s)|, indicating that
p(X) is conditional on a delay list, here tnot(s). That answer is returned to the goal p(X)
in the clause p(X) : —p(X) and a conditional answer p(X): —p(X)| is derived. Later, a
positive loop is detected for r, causing its truth value to become false. The failure of r
causes s to become true, and SIMPLIFICATION removes the answer p(X) : —tnot(s)|. At
this stage, however, no further simplification is possible for p(X) : —p(X)|, which is now
unsupported.

The ANSWER COMPLETION operation addresses such cases by detecting positive loops
in dependencies among conditional answers. More precisely, ANSWER COMPLETION
marks false sets of answers that are not supported: i.e. conditional answers for com-
pleted subgoals that contain only positive, and no negative dependencies in their delay
lists. The creation of unsupported answers are uncommon in the SLG-WAM because
its evaluation is delay minimal — that is, the engine performs no unnecessary DELAYING
operations [218]. Delay minimality reduces the need for simplification of dependencies
among answers, and thereby the chances of uncovering positive loops among answers, as
with the answer p(X) : —p(X)| above.

11.1.2 Implementation of ANSWER COMPLETION

Within an SLG evaluation, a tabled subgoal can be marked as complete, which indicates
that all possible answers have been produced for the subgoal, although SIMPLIFICATION
and ANSWER COMPLETION operations may remain to simplify or delete conditional an-
swers. Completed subgoals do not require execution stack space, but only table space, so
that completing subgoals as early as possible is a critical step for engine efficiency. Accord-
ingly the SLG-WAM performs incremental completion via a completion instruction, which
maintains information about mutually dependent sets of subgoals (SCCs), and completes
each SCC when all applicable operations have been performed. In addition to marking
each subgoal S in an SCC as complete, if S failed (has no answers) the completion instruc-
tion may initiate SIMPLIFICATION for conditional answers that depend negatively on S.
In terms of ANSWER COMPLETION, observe that any positive loop among the delayed lit-
erals of conditional answers must be contained within the SCC being completed, as each
delayed literal was a selected literal before it was delayed. This incremental approach
has several benefits. Performing ANSWER COMPLETION operation within the comple-
tion instruction restricts the space that any such operation needs to search. In addition,
performing ANSWER COMPLETION after all other SIMPLIFICATION operations have been
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performed on answers within the SCC similarly reduces search space. As a final optimiza-
tion, ANSWER COMPLETION is not required unless delaying has been performed within
the SCC, a fact that is easily noted using data structures in the SLG-WAM’s Completion
Stack, which maintains information about SCCs.

11.1.2.1 TIterate Answer Completion

The pseudo code for Iterate Answer Completion, which traverses all subgoals in the SCC
using the Completion Stack, and checks each answer for support, deleting unsupported an-
swers from the table and invoking SIMPLIFICATION operations, is presented in Figure 11.1.
SIMPLIFICATION may remove further negative loops, and uncover new unsupported other
answers as a side-effect. In such case, the ANSWER COMPLETION procedure should be
executed once more, and this is guaranteed by the use of the reached fixzed point flag.
A fixed-point is reached when all answers within the scope of the SCC are known to be
supported.

Algorithm Iterate Answer Completion (CompletionStack)

reached_fixed_point = FALSFE,
while not reached__fixed_point
reached_fixed_point =T RUFE;
for each subgoal S in the Completion Stack
for each answer A for subgoal S

if not Check_Supported_Answer(A) /* A is unsupported */
reached__fixed_point = FALSFE,
delete A;

propagate A's deletion's simplifications;

Figure 11.1: Algorithm ITERATE ANSWER COMPLETION.

11.1.2.2  Check Supported Answer

This procedure (Figure 11.2) does the actual check of whether a (positive) answer is
unsupported. It detects positive loops whenever it encounters an answer that has already
been visited and which is in the SCC. In this case, the algorithm terminates returning
FALSFE to indicate the answer is unsupported. On the other hand, if the answer has
been visited but is not part of the SCC, it means such answer has been produced during
some other branch of query-solving and was therefore, rightfully supported and stored in
the table: the algorithm terminates returning TRU E.
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Checking a non-visited answer consists of 1) marking it as visited; 2) adding it to
the state of the search (stored in the Completion Stack); and then 3) traversing all the
Delay Elements (literals) of the Delay Lists for the answer recursively checking each in
turn for supportedness. Whenever an answer is determined to be unsupported, all Delay
Lists containing (Delay Elements that reference) it are deleted, which may cause further
simplification and iterations of ANSWER COMPLETION.

Algorithm Check Supported Answer(Answer)

if Answer has already been visited
if Answer is in the SupportCheckStack return FALSE;
else return TRUE;
else
mark Answer as visited;
push Answer onto the SupportCheckStack;
mark Answer as supported_unknown;
for each Delay List DL for Answer
if Answer is supported_true exit loop;
mark DL as supported_true;
for each Delay Element DFE in the Delay List DL
if DL is not supported_true exit loop;
if DFE is positive and it is in the SupportCheckStack
recursively call Check Supported Answer(Answer of DE)
if Answer of DE is not supported_true
mark DL as supported_ false;
if DL is supported_false
remove DL from Answer’'s DLs list
if Answer's DLs list is now empty
delete Answer node;
simplify away unsupported positives of Answer;
else mark Answer as supported_true;
if the Answer node was deleted return TRU E;
else return FALSFE;

Figure 11.2: Algorithm CHECK SUPPORTED ANSWER.

Example 11.1 is actually representative of the typical situation where ANSWER COM-
PLETION is needed. This is so because it contains (at least) two rules for some literal
(in this case p(X)) where the first one depends on a loop through negation (rendering
p(X) undefined) and the second one depend on a positive loop, which is unsupported.
The “undefinedness” coming from the first clause is passed on to the p(X) in the body of
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the second one. Only then must ANSWER COMPLETION be used to clean away the delay
list with p(X) from the answer coming from the second clause for p(X). The “patholog-
ical” nature of this example follows from the, until now, XSB’s SLG-WAM inability to
rightfully detect and simplify away unsupported literals such as p(X).

11.2 Top-down Query-Solving Approach with XSB-Prolog

In order to find a solution to a query, a Minimal Hypotheses semantics based top-down
query-solver will need to find a Minimal Hypotheses sub-model entailing the query’s
literals. The Relevance (and Brave Relevance) of the MH semantics ensures such a sub-
model is extendable to a complete model. Moreover, these properties also ensure that
considering only the relevant part of the program is sufficient (and necessary) to find such
an answer. To accomplish this task a MH-based query solver will need to

1. Collect rules in the program relevant for the query

2. Assign the truth-value false to atoms with no rules, and to atoms in positive loops
(cf. Section 11.1)

3. Assign the truth-value true to facts

4. Detect and “solve” strongly connected components of rules according to the Minimal
Hypotheses principle

In previous works [194] we resorted to XSB-Prolog’s get_residual/2 predicate as a
means to get the relevant rules for the query. According to the XSB Prolog’s manual “the
predicate get_residual/2 unifies its first argument with a tabled subgoal and its second
argument with the (possibly empty) delay list of that subgoal. The truth of the subgoal
is taken to be conditional on the truth of the elements in the delay list.” The delay list is
the list of literals whose truth value could not be determined to be true nor false in the
WEM, i.e., their truth value is undefined in the WFM of the program. It is possible to
obtain the residual clause of a solution for a query literal, and in turn the residual clauses
for the literals in its body, and so on. This way we can reconstruct the complete relevant
residual part of the KB for the literal — we call this a residual program or reduct for that
solution to the query. This way, not only do we get just the relevant part of the KB for
the literal, we also get precisely the part of those rules bodies still undefined, i.e., that are
involved in Loops Over Negation. The use of the get_residual/2 predicate proved to
be a useful strategy, but since not all MH models comply with the Well-Founded Model
of the program (cf. Example 6.2 on page 55), we cannot use it for a MH semantics based
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system implementation. Instead we must collect the relevant rules by directly accessing
Prolog’s clause/2 ISO predicate. Alternatively, when a WAM-level implementation of
the Layered Remainder is available in XSB by a corresponding new system predicate,
e.g., get_layered_remainder/2, we could use it to construct the layered remainder part
relevant for the query. We leave such task for future work.

A prototypical implementation of a MH-based query solver could resort to a Stable
Models solver — e.g., Smodels [166] — to “solve” the SCCs of rules, according to the
Minimal Hypotheses principle, to that effect needing to incorporate the additional func-
tionality of minimal hypotheses assumption. The Smodels system [166] allows disjunctive
rules, i.e., with disjunctions in the heads of rules (cf. Section 4.2), which can be added
to a NLP. Such disjunctive rules could be used to allow the disjuncts to play the role of
hypotheses to be assumed. Moreover, the disjuncts in Disjunctive Stable Models gener-
ated by Smodels are automatically minimized (cf. Example 4.12 of [233]) thereby reifying
the minimality principle of assumed hypotheses. We can use XSB-Prolog’s capabilities
to accomplish items 1, 2, and 3 above; and surely a cleverly developed meta-interpreter
in XSB could also be implemented to fulfil step 4, but using Smodels with its handling
of Disjunctive rules could save a lot of work and debugging for this 4th step. Fortu-
nately, XSB-Prolog has an inbuilt interface to Smodels which allows the programmer to
accumulate rules in a clause-store that is sent to Smodels to solve.

The XASP interface [50, 52] (standing for XSB Answer Set Programming), is included
in XSB-Prolog as a practical programming interface to Smodels [166], one of the best
known implementations of the SMs over generalized LPs. The XASP system allows
one not only to compute the models of a given NLP, but also to effectively combine
3-valued with 2-valued reasoning. Such integration permits to make use of relevance for
queries. In SMs it is necessary to compute all complete models for the whole program.
In the implementation framework we propose, we sidestep this issue by collecting and
transforming the rules relevant for the query, and then by using XASP to send those
rules to Smodels for computation of stable models of the relevant sub-program. The top-
down computation, to boot, helps in partly or totally grounding the transformed relevant
sub-program.

XSB’s XASP communication with Smodels enables the programmer to use a “Smodels
clause store” to which several rules can be added. After adding all the original residual
relevant rules, and also the newly created disjunctive rules, we add two extra rules: 1)
userGoal :- Query, where Query is the query conjunct posed by the user (and userGoal
is a reserved atom); and 2) :- not userGoal which prevents Smodels from producing
as an answer any model where the userGoal does not hold. This clause store is then
sent to Smodels which will consider only those rules when computing the models — these
are obtained by asking Smodels to compute one model (and on backtracking to compute



141

others, if we so wish). The SMs obtained are Minimal Hypotheses sub-models of the
original program containing only the literals relevant for the query.

As we have seen before, with MH semantics loops/SCCs are seen as kinds of dis-
junctions. In this sense, a NLP might be transformable into a Disjunctive LPs where
the disjuncts are the assumable hypotheses. With this approach, in order to guarantee
sound and complete MH semantics based top-down querying implementation we still have
to answer two questions:

1. Which atoms to be considered hypotheses and, therefore, to include in heads of
disjunctive rules

2. Which literals should be in the bodies of the disjunctive rules

We do not address these questions for now, but leave them for future work along with the
implementation of a fully functional MH-based KRR system.

11.3 Inspection Points

Although the Inspection Points theoretical construct is independent of the underlying se-
mantics used, in order to actually implement and test it, we needed some solid abductive
platform. We based our Inspection Points implementation on a formally defined, XSB-
implemented, true and tried abduction system — ABDUAL [21]. ABDUAL lays the foun-
dations for efficiently computing queries over ground three-valued abductive frameworks
for extended logic programs with integrity constraints, on the well-founded semantics and
its partial stable models. We are aware of the fact that, by complying with the well-
founded semantics, the ABDUAL system is not fully suitable for inspecting side-effects of
abductive logic programs under the MH semantics. Nonetheless, this first implementation
of the IPs mechanism, simple as it is, stands on its own as a reification of a new reasoning
mechanism complementary to the abduction one.

The syntax of ABDUAL programs is roughly the same as that of Extended Logic
Programs, i.e., ABDUAL programs allow for explicitly negated literals to occur both in
the heads and bodies of rules. Moreover, ABDUAL allows for declaration of abducibles
via the reserved predicate abds/1, where its argument is a list of elements of the form
abducible_name/artity. The reader can find the full details of ABDUAL in [21].

The query processing technique in ABDUAL relies on a mixture of program trans-
formation and tabled evaluation. A transformation removes default negated literals (by
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making them positive) from both the program and the integrity rules. Specifically, a dual
transformation is used, that defines for each objective literal O 3 and its set of rules R, a
dual set of rules whose conclusions not (O) are true if and only if O is false in R. Tabled
evaluation of the resulting program turns out to be much simpler than for the original
program, whenever abduction over negation is needed. At the same time, termination
and complexity properties of tabled evaluation of extended programs are preserved by the
transformation, when abduction is not needed. Regarding tabled evaluation, ABDUAL
is in line with SLG [51, 102, 103, 212, 216, 229, 230, 231] evaluation, which computes
queries to normal programs according to the well-founded semantics. To it, ABDUAL
tabled evaluation adds mechanisms to handle abduction and deal with the dual programs.

ABDUAL is composed of two modules: the preprocessor which transforms the origi-
nal program by adding its dual rules, plus specific abduction-enabling rules; and a meta-
interpreter allowing for top-down abductive query solving. When solving a query, ab-
ducibles are dealt with by means of extra rules the preprocessor added to that effect.
These rules just add the name of the abducible to an ongoing list of current abductions,
unless the negation of the abducible was added before to the lists failing in order to ensure
abduction consistency. The inspection point mechanism is implemented adroitly by means
of the reserved predicate, ‘inspect/1’ taking some literal L as argument, which engages the
ABDUAL’s abduction mechanism to try and discharge any meta-abductions performed
under L by matching with the corresponding abducibles, adopted elsewhere outside any
“inspect /1’ call. The approach taken can easily be adopted by other abductive systems, as
we had the occasion to check, e.g., with system [57]. We have also enacted an alternative
implementation, relying on XSB-XASP and the declarative semantics transformation in
10.3.3, which is reported below.

Procedurally, in the ABDUAL implementation, the checking of an inspection point
corresponds to performing a top-down query-proof for the inspected literal, but with the
specific proviso of disabling new abductions during that proof. The proof for the inspected
literal will succeed only if the abducibles needed for it were already adopted, or will be
adopted, in the present ongoing solution search for the top query. Consequently, this
check is performed after a solution for the query has been found. At inspection-point-
top-down-proof-mode, whenever an abducible is encountered, instead of adopting it, we
simply adopt the intention to a posteriori check if the abducible is part of the answer to
the query (unless of course the negation of the abducible has already been adopted by
then, allowing for immediate failure at that search node.) That is, one (meta- ) abduces
the checking of some abducible A, and the check consists in confirming that A is part
of the abductive solution by matching it with the object of the check. According to our
method, the side-effects of interest are explicitly indicated by the user by wrapping the
corresponding goals subject to inspection mode, with the reserved construct ‘inspect/1’.

3An objective literal is either an atom or its explicit negation.
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11.3.1 ABDUAL with Inspection Points

Inspection Points in ABDUAL function mainly by means of controlling the general ab-
duction step, which involves very few changes, both in the pre-processor and the meta-
interpreter. Whenever an ‘inspect(X)’ literal is found in the body of a rule, where ‘X" is
a goal, a meta-abduction-specific counter — the ‘inspect__counter’ — is increased by one,
in order to keep track of the allowed character, active or passive, of performed abductions.
The top-down evaluation of the query for ‘X’ then proceeds normally. Actual abductions
are only allowed if the counter is set to zero, otherwise only meta-abductions are allowed.
After finding an abductive solution for the query ‘X’ the counter is decreased by one.
Backtracking over counter assignations is duly accounted for. Of course, this way of im-
plementing the inspection points (with one ‘inspect__counter’) presupposes the abductive
query answering process is carried out “depth-first”, guaranteeing the order of the literals
in the bodies of rules actually corresponds to the order they are processed. We assume
such a “depth-first” discipline in the implementation of inspection points, described in
detail below. We lift this restriction at the end of the subsection.

11.3.1.1 Changes to the ABDUAL’s pre-processor:

1. A new dynamic predicate was added: the ‘“nspect_counter/1’. This is initialized
to zero (‘inspect__counter(0)’) via an assert, before a top-level query is launched.

2. The original rules for the normal abduction step are now preceded by an additional
condition checking that the ‘enspect_counter’ is indeed set to zero.

3. Extra rules for the “inspection” abduction step are added, preceded by a condition
checking the ‘“inspect_counter’ is set to greater than zero. When these rules are
called, the corresponding abducible ‘A’ is not abduced as it would happen in the
original rules; instead, ‘consume(A)’ is abduced. This corresponds to the meta-
abduction: we abduce the need to abduce ‘A’, the need to ‘consume’ the abduction
of ‘A’, which is finally checked when derivation for the very top goal is finished.

The semantics of inspection points in ABDUAL is such that if a meta-abduction on
‘X’ (resulting from abducing ‘consume(X)’) is not matched by an actual abduction on
‘X’ when we reach the end of solving the top query, the candidate abductive answer
is considered invalid and the query solving fails. On backtracking, another alternative
abductive solution (possibly with other meta-abductions) will be sought. The changes to
the meta-interpreter include all the remaining processing needed to correctly implement
inspection points, namely matching the meta-abduction of ‘consume(X)’ against the
abduction of ‘X",
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11.3.1.2 Changes to the meta-interpreter:

1. Two ‘quick-kill’ rules for improved efficiency that detect and immediately solve triv-
ial cases for meta-abduction:

o When literal ‘X’ about to be meta-abduced (‘consume(X)’ about to be added
to the abductions list) has actually been abduced already (‘X is in the abduc-
tions list) the meta-abduction succeeds immediately and ‘consume(X)’ is not
added to the abductions list;

e When the situation in the previous point occurs, but with ‘not X’ already
abduced instead, the meta-abduction immediately fails.

2. Two new rules for the general case of meta-abduction, that now specifically treat
the ‘“inspect(not X) and ‘inspect(X)’ literals. In either rule, first we increase the
“inspect__counter’ mentioned before, then proceed with the usual meta-interpretation
for ‘not X7 (‘X respectively), and, when this evaluation succeeds, we then decrease
“inspect__counter’.

3. After an abductive solution is found to the top query, check (impose) that every
meta-abduction, i.e., every ‘consume(X)’ literal abduced, is matched by a respective
and consistent abduction, i.e., is matched by the abducible ‘X’ in the abductions
list; otherwise the tentative solution found fails.

A counter — ‘inspect__counter’ — is used instead of a toggle because several ‘inspect(X)’
literals may appear at different graph-depth levels under each other, and reseting a tog-
gle after solving a lower-level meta-abduction would allow actual abductions under the
higher-level meta-abduction. An example clarifies this.

Example 11.2. Nested Inspection Points. Consider again the program of the
previous example 10.4, where the abducibles are a,b,c,d:

,inspect(y),b,c,not d y < inspect(not a)

x a
z d y <« byinspect(not z),c

<—
<—

When we want to find an abductive solution for the query ? — x, skipping over the
low-level technical details, we proceed as follows:

1. The inspect__counter is initially set to 0, and the running abductions list is initial-
ized to the empty list | |;

2. We pick a rule for x (in this case, there is only one) and try to find an abductive
solution to its body ‘a,inspect(y),b,c,not d’;
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a is an abducible and since the ‘“inspect__counter’ is still set initially to 0 we can
abduce a by adding it to the running abductions list which now becomes [a];

. Next we need to find an abductive solution to ‘inspect(y)’ — since y is not an ab-

ducible we cannot use any ‘quick kill’ rule on it. We increase the ‘inspect__counter’
— which now takes the value 1 — and proceed to find an abductive solution for y;

Since the ‘inspect_counter’ is now different from 0, only meta-abductions are al-
lowed;

Picking the first rule for y — ‘y < inspect(not a)’— we need to satisty the ‘inspect(not a)’

in its body, but since we have already abduced a — the running abductions list cur-
rently ‘{a]’ includes ‘a’ — a ‘quick-kill’ is applicable here: we already know that this
‘“inspect(not a)’ will fail. The value of the ‘inspect__counter’ will remain 1;

On backtracking, we pick the second rule for y — ‘y < b,inspect(not z),¢’ — and
now we need to find a solution to its body ‘b,inspect(not z),c’ b is an abducible
and to satisfy it we could simply abduce b by adding it to the running abductions
list, but since the inspect__counter is not 0 only meta-abductions are allowed, hence
we meta-abduce b instead, by adding ‘consume(b)’ to the ongoing abductions list

which now becomes |a,consume(b)];
Proceeding to satisfy the rest of the body ‘inspect(not z),c’ we go on to ‘inspect(not z)’;

We increase ‘inspect__counter’ again, making it take the value 2, and continue on,
searching for an abductive solution to not z;

The unique rule for z — z <— d — imposes that the only solution for not z is by
abducing not d, but since the ‘inspect counter’ is greater than 0, we can only
meta-abduce not d, and thus ‘consume(not d)’ is added to the running abductions
list which now becomes [a,consume(b),consume(not d)|;

Now that we are done with the rule for z we return to y’s rule: the meta-interpretation
of ‘inspect(not z)’ succeeds (because we were able to meta-abduce not d) and so we
decrease the ‘inspect__counter’ by one, it taking the value 1 again. Now we proceed
and try to solve c;

c is an abducible, but since the inspect_counter is not zero we can only meta-
abduce ¢ by adding ‘consume(c)’ to the running abductions list which now becomes
la, consume(b), consume(not d),consume(c)];

Now we are done with the rule for y and we thus return to x’s rule: the meta-
interpretation of ‘inspect(y)’ succeeded and so we decrease the ‘inspect__counter’
once more, and it now takes the value 0. From this point onwards regular abductions
will take place instead of meta-abductions;
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14. The rest of the body of the rule for x we were using is b,c,not d, and since all these
literals correspond to abducibles we abduce b, ¢, and not d by adding them to the ab-
ductions list which now becomes [a, consume(b),consume(not d),consume(c),b, c,not d|;

15. A tentative abductive solution is found to the initial query and it consists of the
abductions in the running abductions list above;

16. The abductive solution is now checked for matches between meta-abductions and
actual abductions. In this case, for every ‘consume(A)’ in the abduction list there
is an A also in the abduction list, i.e., every intention of abduction ‘consume(A)’
is satisfied by the actual abduction of A — e.g, consume(b) is matched by b, and
consume(not d) is matched by not d in the abductive solution found. Because
this final checking step succeeds, the whole answer is actually accepted. Note it is
irrelevant which order a ‘consume(A)’ and the corresponding A appear and were
placed in the abductions list. The A in consume(A) is just any abducible literal a
or its default negation not a.

In this example, we can see clearly that the inspect predicate can be used on any
arbitrary literal (as in the case of inspect(y)), and not just on abducibles.

The correctness of this implementation against the declarative semantics provided
before in Definition 10.2 can be sketched by noticing that whenever the inspect_ counter
is set to 0 the meta-interpreter performs actual abduction which corresponds to the use
of the original program rules; whenever the inspect_counter is set to some value greater
than 0 the meta-interpreter just abduces consume(A) (where A is the abducible being
checked for its abduction being produced elsewhere), and this corresponds to the use of
the program transformation rules for the inspect predicate.

11.3.1.3 More general query solving

In case the “depth-first” discipline is not followed, either because goal delaying is taking
place, or multi-threading, or co-routining, or any other form of parallelism is being ex-
ploited, then each queried literal will need to carry its own list of ancestors with their
individual ‘“inspect_counters’. This is necessary so as to have a means, in each literal, to
know which and how many inspects there are between the root node and the currently
being processed literal, and which inspect counter to update; otherwise there would be
no way to know if abductions or meta-abductions should be performed. We did not im-
plement this more general method but only outline it here and envisage it for future work,
viz. 12.3.
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11.3.2 Alternative Implementation Method for Inspection Points

The method presented here is an avenue for implementing the inspection points mecha-
nism through the simple syntactic program transformation of Definition 10.2 which can be
readily used by any logic programming system that implements some Layer-Decomposable
semantics. Our ultimate goal is to develop a Minimal Hypotheses semantics based abduc-
tive reasoning system with inspection points, but since the time requirements for building
such a system would surpass our time constraints for writing this thesis, we considered,
for now, an SM based implementation. Since the Stable Models semantics is a particular
case of a Layer-Decomposable semantics and there exist already several Stable Models
systems, like SModels [166], DLV [59], or Clasp [108], we can use this method to imple-
ment an abductive SM-based inspection mechanism. First, we need a way to implement
abduction in an SM based system. One can model SM-based abducibles of some program
P by transforming it into a P’ where P’ is obtained from P by adding an even loop over
negation for each abducible (like the one depicted in Section 10.1), by means of a newly
introduced reserved atom for that purpose. Secondly, in order to obtain the inspection
mechanism we just need to further transform P’ into a CNLP without inspection points.
The program transformation we presented for the declarative semantics of the inspection
points (Definition 10.2) achieves both goals. Finally, we just need an implementation
of SMs, like SModels, DLV, Clasp, or any other. This way, under the SM semantics, a
program may have models where some abducible is true and another where it is false,
i.e. the corresponding reserved atom neg_abducible is true. If there are n abducibles in
the program, there will be 2" models corresponding to all the possible combinations of
true and false for each. Under the WFS without a specific abduction mechanism, e.g.
the one available in ABDUAL, both abducible and neg abducible remain undefined in
the Well-Founded Model (WFM), but may hold (as alternatives) in some Partial Stable
Models.

When finding an abductive solution to a set of observations, a 2-valued abduction step
can be viewed as committing oneself to the just found possible abductive hypotheses —
e.g., assuming abducibles as true or as false. Using the SM semantics abduction is done by
guessing the truth-value of each abducible and providing the whole model and testing it for
stability; whereas using the MH semantics, which enjoys the several Relevance properties,
added now with abduction, the latter can be performed by need, induced by the top-down
query solving procedure, solely for the relevant abducibles — i.e., irrelevant abducibles
are left unconsidered. Thus, top-down abductive query answering is a means of finding
those abducible values one might commit to in order to satisfy a query. In particular,
this is one of the main problems which abduction over stable models has been facing,
in that it always has to consider all the abducibles in a program and then progressively
dismiss all those that are irrelevant for the problem at hand. This is not so in our system
framework, since we can usually begin evaluation by a top-down derivation of a query,
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which immediately constrains the set of abducibles that are relevant to the satisfaction
and proof of that particular query.

An important consideration when computing consequences of abductive solutions, is
that we could end up having to compute the models of the whole program in order
to obtain just a particular relevant subset that will be used to enact on it a posteriori
preferences. This can be easily avoided by performing preliminary computation of the
relevant sub-program, given the consequences that we expect to observe. This means
that the consequences believed significant for model preference can be computed on the
XSB side, and their additional relevant sub-program sent to Smodels as well.  For a
MH semantics based implementation of Inspection Points using XSB Prolog we would
need, as said before, a get_layered_remainder/2 predicate to compute the Layered
relevant sub-program. In this phase, we do not allow for additional abduction of literals,
but merely enforce that rules for consequences are consumers of considered abducibles
which have already been produced. In this way, we combine a declarative methodology to
describe the abductive process, with an efficient and viable implementation of reasoning
by complementing a 3-valued well-founded derivation with the computation of the stable
models of the relevant sub-program, in a natural way to obtain all the possible 2-valued
models from the well-founded one. Using XSB-XASP, the process would be the same as
for using an SMs implementation alone, but instead of sending the whole transformed
program to the SMs engine, only the sub-program relevant for the query at hand would
be sent. This way, abductive reasoning can benefit from the relevance property enjoyed
by the Well-Founded Semantics implemented by the XSB-Prolog’s SLG-WAM.

Given the top-down proof procedure for abduction, implementing inspection points
for program P becomes just a matter of adapting the evaluation of derivation subtrees
falling under ‘inspect/1’ literals, at meta-interpreter level, subsequent to performing the
transformation IT(P) presented before, which defines the declarative semantics. Basically,
any considered abducibles evaluated under ‘inspect/1’ subtrees, say A, are codified as
‘abduced(A)’, where:

abduced(A) < not abduced_not(A)
abduced_not(A) < not abduced(A)

All abduced/1 literals collected during computation of the relevant sub-program are later
checked against the stable models themselves. Every ‘abduced(a)’ must pair with a cor-
responding abducible a for the model to be accepted. Thus, we combine and complement
the best of both worlds, the 2- and the 3-valued ones.

In the next and final Chapter we summarize the contributions in this thesis, make a
brief overview of some applications the Minimal Hypotheses semantics can be useful for,

and point to future work directions.
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12 . Conclusions, Applications and Future Work

“Ex terminus novus orsa”
(“From ends new beginnings”)

LATIN SAYING

We summarize here the present thesis, underscore the most important subjects and is-
sues, highlight our novel contributions, overview some of the applications where our results
have been used in the past few years, and point to future work directions. The applications
overviewed here are discussed in [182, 190, 192, 195].

12.1 Conclusions

One of the goals of the general Artificial Intelligence field is to automate logic based
Knowledge Representation and Reasoning by means of computers. This aim has been
growing in importance, e.g. to provide a solid foundation for Semantic Web applications.
We addressed both Knowledge Representation and Reasoning issues in the context of logic
programming, adopting a novel approach both to the syntactic structure of a program
and to its semantics.

The standard syntactic notion of (acyclic) stratification is applied to atoms of a pro-
gram, and not all programs are stratifiable. With the intention of modelling relations be-
tween Knowledge Bases we considered a generic (possibly cyclic) graph perspective, with
KBs at the vertices and the edges representing dependency relations. For such graphs we
defined, instead of stratification, the general notion of Layering, which attaches an order-
ing to the Strongly Connected Components of the graph and to the remaining vertices
not part of any SCC. The generic graph notion of Layering is not unlike, but not the same
as, a topological sorting.
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Casting this new notion to the specific case of logic programs, we devised two syntac-
tic notions, dubbed Rule Layering and Atom Layering, which are applied, respectively, to
rules and to atoms of the program — the latter being more general than the stratification
and depending on the former, the more fundamental one. These layerings fully capture
all the syntactic information of the program and thus provide a sound basis for the defi-
nition of a semantics. Moreover, and from the practical implementations perspective, the
syntactical information of the layerings can itself be useful in developing modular and
efficient reasoning engines, as they provide an easy and natural means of partitioning
and composing the knowledge represented in a logic program. Extended Logic Programs
and Disjunctive Logic Programs can be syntactically transformed into Normal Logic Pro-
grams, and by showing this much, we can restrict the job of building a semantics for logic
programs only to NLPs without loss of generality concerning ELPs and DisjLPs!.

We analysed some of the fundamental principles behind the construction of a semantics
including the notion of support. We realized the classical semantic notion of support is
not fully compatible with the new layering generalization of stratification. This lead us
to the define the new notion of layered support, a generalization of the classical support
that is in harmony with the layerings.

We learned, from reviewing the currently most used 2- and 3-valued semantics for
NLPs, some of the features that make each of them interesting, useful, and intuitive, but
also their drawbacks and contexts where they cannot be applied with as much success.
From this encompassing glance we summarized, both from an intuitive and formal ap-
proaches, the desirable properties of 2-valued semantics for NLPs: guarantee of model
existence, relevance, cumulativity, exhibiting a model conservative generalization of the
stable models (i.e., all SMs being also models of the new semantics). Model existence guar-
antee is especially important to lend robustness to the whole system, thereby enabling
arbitrary KB merging and/or updating. Relevance allows the construction of top-down
query-solving proof-procedures d la, Prolog sound and complete according to the seman-
tics, and is thus quite convenient especially when doing query-answering in very large
KBs which possibly contain knowledge about sparsely connected domains. We leave a
construction for such a top-down proof-procedure for future work. Cumulativity allows
tabling/lemma storing techniques to be used to speed-up computations, and one knows
that there is no such thing as “too much efficiency”.

Based on the Layerings we defined a family of semantics, the Layer-Decomposable
Semantics family, whose members ensure their models “respect” the Layerings. We ar-
gue that every “good” semantics for logic programs should be a member of this family.
Naturally, not all semantics that are members of this family enjoy the same properties —

1'We need impose no restrictions on the use of the shifting rule for disjunctions when we can assign
semantics to any loops.
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e.g., the Stable Models semantics is a member of the Layer-Decomposable Semantics and
it does not enjoy the same properties as, say, the Minimal Hypotheses semantics.

There have been in the literature approaches to semantics that consider default negated
literals as assumable hypotheses. Under this perspective, the truth values of other literals
become determined by those actually assumed negative hypotheses. This approach is
usually associated with requiring maximality of negative hypotheses safeguarding overall
consistency and the results stemming from it correspond to Stable Models in the 2-valued
case, and to the Well-Founded Semantics in the 3-valued one. With the intent of coming
up with a 2-valued semantics for NLPs with the useful properties we identified before,
we took the hypotheses assumption approach one step further to allow for positive hy-
potheses too. Soon enough we found out there is no need for assuming both positive and
negative hypotheses to define a model for an NLP according to some semantics: assuming
positive hypotheses is enough per se to guarantee model existence (one of the properties
for a semantics we consider highly desirable) and it generalizes negative hypotheses as-
sumption. The dual version of the maximal negative hypotheses assumption principle is
minimal positive hypotheses assumption, and it is based on this new strategy that we
defined the Minimal Hypotheses semantics. We show that MH semantics is a member of
the Layer-Decomposable Semantics family, and that it enjoys all the properties we listed
as desirable. MH semantics is a model conservative extension of the SM semantics, and
as a secondary gain of this thesis’s work we show the Stable Models semantics is also a
member if the Layer-Decomposable Semantics family. Furthermore, since MH semantics
guarantees model existence for every NLP, it successfully separates the knowledge rep-
resentation role of NLP rules from the integrity constraint role of rules with 1 as head
that are typical of Constrained NLPs, as explained in 6.5.1. This way, MH semantics
not only guarantees that all stable model solutions to a search problem are preserved as
MH models, but also that only ICs are allowed to prune candidate solutions?. Also, by
growing from a hypotheses assumption stance, the MH semantics seamlessly encompasses
abductive reasoning.

Throughout these last few years we have defined several tentative semantics, always
with the intent to come up with one enjoying the properties we identified as desirable.
These semantics have worked as stepping stones that finally lead us to the Minimal
Hypotheses semantics. To accomplish that, one key feature of such a semantics would
have to be guarantee of model existence for every NLP. This immediately raises the issue
that inevitably, some of the models of the new semantics would lack classical support.
This is also, and unavoidably so, the case of some MH models. In fact, all MH models that
are not also SMs lack classical support, and this has been one of the main criticism for the
semantics we have defined, including the Minimal Hypotheses semantics. It is, however,

2We have reused the SM programs in the literature that use odd loops over default negation to
implement ICs, and ascertained that they can all be readily rewritten as ICs instead.
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an inescapable feature if one wants to guarantee model existence, amongst other useful
properties. On the other hand, all MH models (and, naturally, all SMs too) enjoy the new
generalized layered support which, we believe and propose, should be the standard notion
of support. Nevertheless, any MH model which is also a SM exhibits classical support.
On the other hand, the extension of support beyond the classical one is a feature arising
from the possibility of breaking non-well-founded negation (odd loops over negation)by
means of “self-supporting” minimal positive hypotheses.

For query answering, the MH semantics provides mainly three advantages over the
SMs: 1) by enjoying Relevance (and Brave Relevance) top-down query-solving is possible,
thereby circumventing whole model computation (and grounding) which is unavoidable
with SMs; 2) by considering only the relevant sub-part of the program when answering
a query it is possible to enact grounding of only those rules, if grounding is really de-
sired, whereas with SM semantics whole program grounding is, once again, inevitable
— grounding is known to be a major source of computational time consumption; MH
semantics, by enjoying Relevance, permits curbing this task to the minimum sufficient to
answer a query; 3) by enjoying Cumulativity (and Brave Cautious Monotony), as soon as
the truth-value of a literal is determined in a branch for the top query it can be stored
in a table and its value used to speed up the computations of other branches within the
same top query.

Goal-driven abductive reasoning is elegantly modelled by top-down abductive-query-
solving and by taking a hypotheses assumption approach and, by enjoying Relevance,
MH semantics caters nicely for this convenient problem representation and reasoning
category. Abductive logic programming is also used to model planning problems with
abducibles coding actions. In this context, inspecting for side-effects of abduced actions
can be quite useful in evaluating alternative abductive scenarios. We introduced a new
reasoning mechanism corresponding to this side-effect inspection, dubbing it Inspection
Points, which avoids having to produce whole models for examining just the side-effects
of interest, and also avoids producing irrelevant abductions.

This thesis focuses mainly on establishing new theoretical foundational principles for
logic program based knowledge representation and reasoning. Notwithstanding, we took
some proof-of-concept implementation steps with which we learned valuable lessons for the
future building of a Minimal Hypotheses based Knowledge Representation and Reasoning
abductive system with Inspection Points.
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12.2 Applications

Many applications have been developed using the Stable Model /Answer-set semantics as
the underlying theoretical platform. These generally tend to be focused on solving prob-
lems that require complete knowledge, such as search problems where all the knowledge
represented is relevant to the solutions. However, as Knowledge Bases increase in size
and complexity, and as merging and updating of KBs becomes more and more common,
e.g. for Semantic Web applications [115], partial knowledge problem solving importance
grows, as well as the need to ensure overall consistency of the merged/updated KBs.

During these last years that we have been developing different approaches to semantics
of NLPs, one of the questions we heard most frequently was “What is the application
for your semantics?”. We want to answer here clearly to that question: the Minimal
Hypotheses semantics is intended to, and can be used in all the applications where the
Stable Models/Answer-Sets semantics are used to model KRR and search problems, plus
all applications where query answering (both under a credulous mode of reasoning as well
as under a skeptical one) is intended, plus all applications where abductive reasoning is
needed. The MH semantics presumes in its aims to be a sound theoretical platform for
2-valued (possibly abductive) reasoning with logic programs.

Although we have not yet implemented a fully functional and integrated MH-based
KRR system, we have already done prototypical implementations of some components as
described in Chapter 11. Some of these components have already been integrated into
other systems. For example, in Section 11.2 we described our XSB-Prolog/XASP /Smodels
interaction mechanism which we use to collect relevant rules for a query (on the XSB-
Prolog side), and then transform and send them to Smodels via XSB’s XASP interface
for relevant sub-model computation. This mechanism was embedded at the core of the
application system ACORDA [152, 153, 203, 178, 179, 184, 185, 199, 200, 201, 202] used to
build prospective logic agents. Also, the inspection points mechanism, formally defined in
Section 10.3, and some of its implementation alternatives in Section 11.3, has been adopted
in [181, 195] and also as a way to implement a posteriori preferences for filtering models,
e.g, subsections 1.2.1.3 “Conditional Abduction”, and 1.3.1 “Constraining Abduction” of
[182]3.

Yet another application scenario that can benefit from our current work is collaborative
learning. In [190] we address several issues that could benefit from MH semantics:

1. Inductive concept learning in a 3-valued setting where we learn a definition for both
the target concept and its opposite, considering positive and negative examples as

3Subsection 1.3.4 “Modelling Inspection Points” of [182] makes explicit reference to our work.
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instances of two disjoint classes. Explicit negation is used to represent the oppo-
site concept, while default negation is used to ensure consistency and to handle
exceptions to general rules. Under this 3-valued setting we resort to the WFSX
(Well-Founded Semantics with eXplicit negation, cf. [7, 15]); but if the setting were
to be a 2-valued one, and needed to guarantee model existence, then one could
benefit from Minimal Hypotheses semantics.

2. Collaborative KB construction: after obtaining the knowledge resulting from a
learning process, an agent can then interact with the environment by perceiving
it and acting upon it. One single agent exploring an environment may gather only
so much information about it and that may not suffice to solve some problem. In
such case, a collaborative multi-agent strategy, where each agent explores a part
of the environment and shares with the others its findings, might provide better
results. A semantics that ensures overall model existence, like the MH semantics,
would lend robustness to such a collaboratively built Knowledge Base.

12.3 Future Work

Much work still remains to be done that can be rooted in this platform contribution.

In Chapter 2 we assumed the edges of a graph with KBs for vertices as the fundamental
means to identify the least layering of the graph, but we also mentioned the possibility of
having the user specifying his own ordering preferences thereby gaining explicit control
over the layering. We consider this for future work, with its relation to other works about
preferences, and also to Multi-Dimensional updates [138].

The (non-preference based) least layerings are a syntactical notion. When considering
a static KB (with no updates nor merges) one can contemplate the practical usefulness
of compiling the layers of a program into an efficient representation, perhaps resorting to
lower abstraction level programming languages like C/C++. A particular possible road of
development would include implementing the Layered Negative reduction and the Layered
Remainder in XSB-Prolog’s WAM. This could be done by taking advantage of the efforts
already made to implement the Loop detection operation, in the context of the Answer
Completion implementation, since both operations resort to the identification of Strongly
Connected Components. Although one of the aims of MH semantics is to be usable for
top-down query answering, it can also be used for modelling search problems where the
answers are models for the whole program. In this case those low-level representations
can then be used for improving efficiency of whole model computation.

The general topics of using logic programs for Belief Revision([18, 77, 135]), Updates
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([13, 12, 16, 30, 138, 224, 239, 247, 248)), Preferences ([79, 80, 180]), etc., are per se orthog-
onal to the semantics issue, and therefore, all these subjects can now be addressed with
Minimal Hypotheses semantics as the underlying platform, and some of them might even
benefit from the Inspection Points mechanism, e.g., for enacting some kinds of preferences
(cf. [182]). Importantly, MH can guarantee the liveness of updated and self-updating LP
programs such as those of EVOLP and related applications [10, 8, 137, 178, 179, 184, 190].

The Minimal Hypotheses semantics still has not been thoroughly compared with Re-
vised Stable Models [187], PStable Models [170], and other related semantics.

In 11.2 we mention the possibility of an implementation of the Minimal Hypotheses
semantics resorting to Stable Models and Disjunctive Logic Programs. This can only be
the case if there is some syntactic transformation of an NLP P into another P’ where the
MH models of P exactly coincide with the disjunctive SMs of P’. We consider this line
of research for future work as it may help in providing an alternative way to explain the
intuition of the MH semantics to the logic programming community.

As mentioned before (in 11.3.1.3), a more general and flexible implementation of the
Inspection Points mechanism is needed, namely for allowing parallel processing of branches
of the same query. Associating the list of ancestors to each node in the query tree might
be a possible way to facilitate the parallelization.

A future application of Inspection Points is planning in a multi-agent setting. An agent
may have abduced a plan (a sequence of abducible individual actions) and, in the course
of carrying out its abduced actions, it may find that another agent has undone some of
its already executed actions. So, before executing an action, the agent should check all
necessary preconditions hold. Note it should only check, thereby avoiding abducing again
a plan for them: this way, if the preconditions hold the agent can continue and execute
the planned action. The agent should only take measures to enforce the preconditions
again whenever the check fails. Clearly, an inspection of the preconditions is what we
need here. On the other hand, the “other” agent can actually be cooperating with our
agent; and when our agent goes on to execute some planned action, it might find that the
companion agent has already done some of the work for him. In this case, our agent also
wants only to check, not perform any actions in order to ensure the conditions. Merely
checking if an intermediate goal has already been achieved — because some other agent
helped, for example — is what we need to take advantage of this collaborative scenario.
Again, an inspection is the way to implement such check.

More generally, inspection points afford us with the ability to avoid having to generate
complete abductive models in order to glean the consequences of interest of abductive
solutions. The developed techniques can be employed too for permitting passive ICs,
which are not allowed to actively abduce but only to verify their satisfaction with regard
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to given abductions, in contrast to active ICs that can further abduce in order to be
satisfied. Plus, of course, to enable ICs which contain a combination of both active and
passive literals.

Another future use concerns the computation of inspected consequences of partially
defined 2-valued models, obtained by top-down querying of NLPs, wherein the abducibles
are the default nots themselves, plus appropriate ICs to enforce consistency. Once again,
the computation of complete models can thus be avoided. A 2-valued semantics which
enjoys relevance must then be used, or otherwise a guarantee that the NLP is stratified
or does not contain non-well-founded negation.

In summary, we have provided a fresh platform on which to re-examine some seman-
tic issues present in Logic Programming and its uses, which purports to provide a natural
continuation and improvement of LP development.
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A . Proofs

A.1 Proofs from Chapter 2

Proposition 2.1. The set of modules is a partition of the vertices of the
graph. Let G = Vg, Eq) be a graph and M (G) the set of modules of G. Then, M(G)
is a partition of V. Le.,
Vo = U m
meM(Q)

and

vmi,mjeM(G)mi #+ mj; = m;Mm; = 0

Proof. First, by Definition 2.8, for each vertex v € V' there is a module m € M(G) such
that v € m; thus proving Vg = U,penr(q)m. Assume now there are two different modules
m; #mj in M(G) such that m; Nm; # 0. If m; is the set of vertices of an SCC of G then
m; must be the same as m; because, by definition of SCC, every vertex in m; depends
on every other vertex in m; and, at least one vertex of m; is one of the vertices of m;.
This contradicts the initial assumption that m; # m,, thus proving that no two different
modules intersect: Yy, e nr(q)mi # mj = m; Nm; = 0, which concludes the proof that
M(G) is a partition of Vg. O

Proposition 2.2. Different modules are non-mutually-dependent. Let G be a
graph and M(G) the set of modules of G. Then,

Vingmjem (@) (Mg «= mj) A (mj « my))
m;#Em;

Le., all modules are pairwise not mutually dependent.

Proof. Assume there are two different modules m; # m; in M(G) such that m; and m;

are mutually dependent. Since m; and m; are mutually dependent, by definition 2.7, they

are the vertices of an SCC and, thus, m; = m; which contradicts the initial assumption

that m; #m,;. It follows immediately two different modules are necessarily non-mutually-

dependent. O
181
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Proposition 2.3. The Modules Graph of a graph G is a Directed Acyclic
Graph. Let G be a graph, and MG(G) its modules graph. Then, by construction,
MG(G) is a Directed Acyclic Graph.

Proof. From Proposition 2.2 we know that every two modules m;,m; of G, with 7 # j, are
not mutually dependent. Therefore, if there is an edge from m; to m; in MG(G) then
there must not be an inverse edge, otherwise m; and m; would be mutually dependent.
Hence, there are no cycles in MG(G); i.e., MG(G) is Acyclic. O

Theorem 2.2. Existence and uniqueness of least layering for a given graph
G. Let G be a graph. There is exactly one least layering of G.

Proof. 1t follows directly from the definition of graph layering (Definition 2.11) that it
is always possible to find a layering function for any given graph because the two cases
of a layering function are mutually exclusive (thereby ensuring each vertex is assigned,
at most, one single layer index), and they also cover all vertices, even those that do not
depend on any other vertex (thereby ensuring each vertex is assigned, at least, one layer
index). Moreover, amongst the several possible layerings there is always one with the
least number of layers, and which assigns the lowest possibles ordinals to the indices of
layers — that is the least layering. O]

A.2 Proofs from Chapter 3

Proposition 3.1. The least atom layering of an atom identifies the highest
layer with rules for the atom. Let P be an CNLP, Lf/1 its least rule layering
function, and ALf/1 its least atom layering function.

VaEHpALf(a) =0 (vrepzhead(r):ar €PN (Oé #0< EI7“’677‘3‘head(r’):a))

Proof. =:

Assume a € Hp and AL f(a) = . If a has rules then, by definition of least atom layer-
ing function, we have ALf(a) = mamrEP:head(r):a(Lf(r))a Le,a= maxrepzhead(r):a<[/f(r))'
This means that all rules € P having head(r) = a have Lf(r) < «, and there is at least one
rule 7' such that Lf(r') = a #0. Le. V,eppeqd(r)=a” € P=* A (@ # 0 epopeqd(r)=a)-
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On the other hand, if @ has no rules then, by definition of least atom layering function,
we have ALf(a) =0, ie, a=0. Thus, V.cp.peqd(r)=a” € P= becomes vacuously true
because, by hypothesis, a has no rules. By knowing o = 0 and that a has no rules
(a# 0 & Jpyepanead(r)—a) immediately follows.

~:

Assume a € Hp and V,.ep.head(r)=a” € P= If a has rules (3 ePahead(r)=a) then they
are all in layers < « for some . The layers ordinals’ maximum is thus « which is, by
Definition 3.15, non-zero, i.e., a # 0. In this case, max,cp.peqd(ry=a(Lf (1)) == ALf(a).

If a has no rules then, V,.cp.pead(r)=a” € P=* vacuously holds for whichever ordinal.

In particular, V,.cp.pead(r)=a” € P=Y holds, i.e., @ = 0. Since a has no rules, by definition
of atom least layering ALf(a) = a =0 also holds. O

Proposition 3.2. A rule’s layer is greater than or equal to each of the body’s
literals’ atom-layering. Let P be an CNLP, Lf/1 its least rule layering function, and
ALf/1 its least atom layering function.

V. yep Lf(r)=ALf(a)
a€|body(r)|

Proof. Assume P a CNLP, r a rule of P and a an atom of Hp such that a € |body(r)|.
If @ has no rules then, by definition of atom-layering function ALf(a) =0, and since by
definition of rule-layering function V,.epLf(r) > 0 we conclude Lf(r) > ALf(a).

If a has rules then, because r depends on a we know that r depends on every rule r,
such that head(r,) = a. By definition of rule-layering it must be either the case that r,
also depends on r — in which case Lf(r) = Lf(r,) — or that r, does not depend on r
— in which case Lf(r) > Lf(rq). Either way, Lf(r) > Lf(r,) always holds for every rule
rq. In particular, Lf(r) > maz,,cp.nead(ra)=a(Lf(1a)), 1., Lf(r) >= ALf(a). O

Proposition 3.3. Rules in the same SCC are in the same layer. Let P be a
CNLP.

Yy prep (1« r'Ar'«—r) = Lf(r)=Lf(r")

Proof. By Definition 2.7, two rules r and 7’ are in the same SCC iff r «— ¢/ and 7’ «r
hold; and by Definition 2.11, in that case, Lf(r) = Lf(r’) holds. Two rules in the same
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SCC must also necessarily depend on each other, and, hence, be placed in the same layer.
m

Proposition 3.4. Layering of SCCs. Let P be a CNLP. If there is an edge from
SCCy to SCCy, with SCCY # SCCy, in the SCCG(P) then vrleSCClLf(TQ) > Lf(?”l).

ro€SCCo

Proof. From Proposition 3.3 we know that all rules in SC'C; are in the same layer. Like-
wise, all rules in SCCy are in the same layer. By Definition 2.10, there is an arc from
SCC1 to SCCq in SCCGE(P) iff SCCy depends on SCC]. Since all rules of SCC5 depend
on each other, they all also depend on SCCY, i.e., all the rules of SC'C5 depend on all the
rules of SCC}. Since SCCY and SCCy are non-mutually-dependent (cf. Proposition 2.2)
modules (cf. Definition 2.8) of P, and SCCs depends on SCCY, it must be the case, by

Definition 2.11, that
Vresco, Lf(ra) > Lf(r1)
ro€SCCo

]

Corollary 3.1. A rule’s layer is greater than or equal to each of the body’s
subsets index. Let P be a CNLP and r a rule of P.

vbod:z/(r)agbody(r)Lf(r) >«

Proof. From Proposition 3.2 we know that V' ,cp Lf(r) > ALf(a). It follows imme-

a€|body(r)|
diately that, for whichever subset S of body(r), VaesLf(r) > ALf(a). In particular, this
holds for sets S of the form body(r)® C body(r), as per Definition 3.16. O

A.3 Proofs from Chapter 6

Theorem 6.1. Layered Support implies Classical Support for Locally Strat-
ified Programs. Let P be a locally stratified logic program, I an interpretation, and
a € I an atom. If a is layer supported in P, then a is also classically supported.

Proof. Since a is layer supported in P, by definition, there must be some rule r € P such

that head(r) = a and I = body(r). Since P is locally stratified there are no SCCs in P
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and, by definition, body(r) = body(r) for every rule r € P. Hence, I |= body(r), i.e., a is
classically supported. O

Lemma 6.2. The rules of the Remainder are ‘“sub-rules” of the Layered
Remainder. Let P be an NLP. Then,

V 53, s(head(r) = head(r") Abody(r) C body(r'))

reP—r'epP

Proof. By Definitions 6.13 and 6.14 we know that the Remainder P and the Layered Re-
mainder P are fixed points of, respectively, the Reduction — x and the Layered reduction
—rx. From Lemma 6.1 we know that if P —x Prx and P —x Px then Prx O Py, i.e.,
ViepyT € Prx. Whenever Px C Py it may be the case that there is some atom a with
rules in Ppx but with no rules in Px. In such case there might be some other individual
transformations — p, >, —g,—f, or —, which are still applicable in Px but not in P x.
These will further delete literals from bodies of rules of Px but not from Pjx since they
are not applicable to the latter. Hence, some rules r € Px may have a counterpart ' € Prx
such that body(r) C body(r'"). Further applications of — x to Px might even reduce some
rules to facts (by eventually deleting all literals in the body) which may then allow even
more — y transformations to be applicable. Since P is the fixed point of —x and Pis
the fixed point of = x it follows that V¥ _53 5 (head(r) = head(r') Abody(r) C body(r")).

m

reP

Theorem 6.2. The Layered Well-Founded Model is more skeptical than the
Well-Founded Model. Let P be an NLP. Then

LWFM*(P) € WFM*(P)A
LWFM"“(P) 2 WFM“(P)A
LWFM—(P) C WFM~(P)

Proof. By Definition 6.16 we know that WFM™(P) = facts(P), and by Definition 6.17
we know that LW FM ™ (P) = facts(P). Thus, LW FM™*(P) CWFM*(P)iff facts(P)C
facts(P).

By Lemma 6.2 we know that V _33,,p(head(r) = head(r') A body(r) C body(r')).
Since a € facts(P) iff 3, cphead(r) = a Nbody(r) = 0, and we know that 3, phead(r’) =

a Abody(r) C body(r'), we conclude facts(P) C facts(P).
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Again, by Lemma 6.2 it follows that heads(P) 2 headsglﬁ). Since we already know
that facts(P) C facts(P) it follows trivially that (heads(P)\ facts(P)) 2 (heads(P)\
facts(P)), i.e., LW FM™(P) 2 WFM*(P).

Since LW FM~(P) = Hp\ LW FM*(P) and W FM~(P) = Hp\ W FM*(P) it follows
immediately that LW FM~(P) CWFM~(P). O

Proposition 6.4. Model Relevance implies Relevance. If a semantics Sem enjoys
Model Relevance, then it also enjoys Relevance.

Proof. Assume Sem enjoys Model Relevance, i.e.,

\V/aGHP (VMGModelsSem(P)CL eM= (HMaeModelssem(Relp(a))Ma CMAac€e Ma))
A\

(vMaeModelssem(Relp(a))a € Mo = 3nreModelsgen (P)Ma © M)
holds. Now we prove Sem also enjoys Relevance, i.e.,

vaE’Hp (vMeModelsSem(P)a € M) And (vMaEModelsSem(Relp(a))a € Ma)
holds.

=

Assuming Sem enjoys Brave Relevance and also that Voeq, (Yaremodeisg,,, (pya € M)
we conclude that for each such M, 37, earodets gop (Relp(a)Ma © M Aa € M,. Because these
are 2-valued complete models we know that there cannot be two distinct such M, thus
we conclude more specifically that H}WQEMOEZGZSSem(Relp(a))Ma CMANa€ Mg, i.e., there is
exactly one such model M, of Relp(a) contained in M with a € M,. Since all models of P
contain a and there is at most (and at least) one such model M, of Relp(a), we conclude

that vMaeModelsSem(Relp(a))a € M,.
<

Assuming Sem enjoys Brave Relevance and also that Viyr, e nodelsg,,, (Relp(a))@ € Ma-
Every model M of P is necessarily a superset of some model M, of Relp(a) because
Relp(a) is itself a subset of P. The only requirement left to check is to guarantee the
existence of such an M for every such M,. This is assured by

Vaet pV MaeModels g (Relp(a)® € Ma = InreModelsgop,(P)Ma © M

because Sem is Brave Relevant. Since we assumed V7, enfodelsge, (Relp(a)@ € Ma, We
conclude Ve rodelsg,,, (P)@ € M holds. [l
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A.4 Proofs from Chapter 7

Proposition 7.1. Rules of P :: [ are “sub-rules” of P:I. Let P be an NLP, and
I a set of literals of P. Then,

Vyep..13ep.rhead(r) = head(r") Abody(r) C body(r")

Proof. The first step of both the Classical and the non-Classical Layer Division operations
are exactly the same — adding as facts to P the atoms in 1.

By Definitions 7.1 and 7.2 we know that
P:l= (P/U?L) and
P:I= (PUOIJF), and by Lemma 6.2 we conclude that

v (head(r) = head(r") Abody(r) C body(r')), i.e.,

remar’ePLjH

Vrep.13ep.rhead(r) = head(r’) Abody(r) C body(r'). O

Proposition 7.2. Models of a P :: [ are Models of P: 1. Let P be an NLP, and [
a set of literals of P. If some M is a model of P :: I then M is also a model of P : I.

Proof. Since by Definition 7.1 we know P :: [ = PUTF , and by Definition 7.2 we know
P:1=PUIT, we show that models of PUI* are models of PUI+.

Any model M of P/U?r , by definition, satisfies all rules of P/U?r . By Proposi-

tion 7.1 we thus conclude that all rules ' € P Lj] + for which there is a tule r € PUIT
such that head(r) = head(r’) A body(r) C body(r’) are already satisfied by M. Finally,

all remaining rules 1 € PUI+ — i.e., there is no rule r € PUIT such that head(r) =
head(r") Abody(r) C body(r') — are also satisfied by M because those are the rules that
have been deleted by —n but not by —ry, or by subsequent applications of the other
individual transformations of the Remainder and Layered Remainder operators. This is
the case because a rule is deleted by + p iff there is a fact a such that not a is in the body
of the deleted rule, i.e., the rule has a fals/eﬂ)dy and, therefore, is satisfied by the fact

a which is necessarily in every model of PUI*. That rule may not be deleted by
but it is, nonetheless, satisfied by a and consequently by M. The other rules deleted by
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subsequent applications of the individual transformations —p,—g,—p,— in the Re-
mainder, that were not deleted by the same transformations in the Layered Remainder,

—

are nonetheless satisfied by M because their bodies became false in PUIT due to still

—

having one positive literal in the body in P U I+ that has no rules in PUI+ and therefore
is not in M. N

A.5 Proofs from Chapter 8

Theorem 8.1. Every Stable Model is a Minimal Hypotheses model. Let P
be an NLP, and M a stable model of P. Then M is also a Minimal Hypotheses model of
P.

Proof. Since M is a stable model of P we know that M+ =T /M(@). It follows from this
that

M* = ng/M(@) = ?/M(Q)) UM* = T(“jg/M)UM+ ®)= T(afa/M+)UM+ ?) = T(UfauMJr/MJr)(@)
From Definitions 6.5 (Positive Reduction), 6.6 (Negative Reduction) and 6.15 (Stable
Model) it follows that PUM™/M™* = Py;+ where the latter is the result of
(PUM™T)(—p U N)¥Py+. Moreover, from Definition 6.8 (Success) we know that
Ttounr+ ey @) = T8, (0) = facts(Py) where Py = Pyyy.

Le., (PUMT)(—p Uy U r—>5)“’P]€ﬁ and thus T(L‘;DUM‘*‘/M'*‘)(Q)) = facts(P]\%Jr) =M.
We know that PASM is necessarily a definite logic program, hence, every rule of Pz\sﬁ
which does not have all of the atoms in its body dependent on facts, either depends on
atoms with no rules, or all its other dependencies are circular with other likewise circular
dependent rules. In this case, such rules will not be used by the T" operator to produce
consequences. l.e., facts(P]f/}Jr) = facts(P;¥.), where PAS4+ (—p Urp)“Py .. This im-
mediately leads to the conclusion that since

(PUMT)(—=p Uy Urrg) Py (—p U )Y P then

(PUMT)(=pUsyUg U p U )9Py ie, (PUMT) =% Piy,, which, by Defini-
tion 6.13 (Remainder), allows us to conclude Py, = PUMT. Hence, M+ = facts(Py.) =
facts(PS.) = facts(PUMT) = heads(PUM™). Now let us take the set-inclusion min-

imal subset H of M+ such that M+ = facts(PUH) = heads(PUH) — clearly there is
such a set H since, in extremis, H = M™T.

It follows from Definition 6.13 that all rules of P that are not simple facts have a
non-well-founded negative dependency, i.e., they either depend circularly on themselves
through some literal in their bodies (where at least one literal in the loop is a default
negated literal), or they have an infinite dependency chain (as in, e.g., Example 3.5).
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Since Mt = facts(P/UTJ )= heads(PﬁMJr ) and H is minimal, it follows that for any
strict subset H' C H we have facts(PUH') C heads(PU H'), and this means that there

is at least one rule ' € PUH’ with some not a literal in its body. This a atom is, by
definition, an element of Hyps(P) — cf. Definition 8.1. Since H is set-inclusion minimal,
it follows that all the atoms in H must be elements of Hyps(P) — otherwise, if there
were some atom b € H such that b ¢ Hyps(P), then b would either be a fact or have no

—

rules in PU(H \ {b}), in which case H would not be minimal, but H \ {b} could possibly
be. Hence, we conclude that for each stable model M of P there Egme set-inclusion
minimal H C Hyps(P) such that M+ = facts(m) = heads(PUMT), ie., M is a
Minimal Hypotheses model. O]

Theorem 8.2. At least one Minimal Hypotheses model of P complies with
the Well-Founded Model. Let P be an NLP. Then, there is at least one Minimal
Hypotheses model M of P such that M™ D WFM*(P) and M~ 2 WFM~(P).

Proof. If facts(P) = heads(P), or equivalently, W FM¥(P) =, then My is a MH model
of P given that H = () because Mj; = facts(m) = heads(PUH) = facts(PU(}) =
heads(PUW) = facts(P) = heads(P).

On the other hand, if facts(P) # heads(P), then there is at least one non-empty
set-inclusion minimal set of hypotheses H C Hyps(P) such that H O facts(P). The
corresponding My is, by definition, a MH model of P which is guaranteed to comply
with M7, D WEM™*(P) = facts(P) and My D not WFM~(P) =not (Hp\ Mj}). O

Theorem 8.3. All Minimal Hypotheses models of P comply with the Layered
Well-Founded Model. Let P be an NLP, and M a Minimal Hypotheses model M of
P. Then, M is such that M* 2 LWFM™(P) and M~ D not LWFM~(P).

Proof. By Definition 6.17 we know that LW FM™*(P) = facts(P) and that LW FM~(P) =
Hp \ heads(P). Since M is a MH model of P we know there is some H C Hyps(P) for
which it holds that either H = () or H is non-empty set-inclusion minimal such that
M* = facts(PUH) = heads(PUH) and M~ =not (Hp\M*). We know that H is a
subset of Hyps(P)={a:3 _pnot a € body(r)} and that M is yielded by H. This also
means that M, being equal to facts(P/U?I ) is necessarily a superset of facts(PLoJH )
and, therefore, of facts(]f’), ie, MTD facts(]f’) = LWFMT"(P). Again, since H is a
subset of Hyps(P) we know that for each h € H there is at least one rule 7, in P such
that head(ry) = h, i.e., h ¢ LW FM™(P). This means that no atoms of LW FM™(P) can
ever be true in the MH model M, i.e., M~ D not LWFM™(P). O
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Theorem 8.4. Minimal Hypotheses models are Layer Decomposable mod-
els. Let P be an NLP, and M a Minimal Hypotheses model of P. Then, M is also
a Layer Decomposable model of P, i.e., there is a Layer Decomposition LDp(M) =
{M<o,...,M<q,...} of M in P, such that M = U,>9 M<, and

Vaz0M<q is a 3-valued model of P*: M,  with Mz, =not (Ap*\ MZ,)
where Mo = MZ,=0.

Proof. We make this proof by induction. First we prove that M<g=not A} is a 3-valued
model of P*: Mg=0:0=0 with MZ, =not (AISJO\M;O) =not A} and M<o C M. Then
we prove that Mg is a 3-valued model of P? : Mz with MZg = not (A%ﬁ\Miﬁ), and
M<g C M for every 3> 0. Finally we prove that M = U,> Mg, B

By Definition 8.3, since M is an MH model of P, we know that Mt = facts(P/L_JT-I) =
heads(ﬁ[ ) where H C Hyps(P) is either H = () or H is non-empty set-inclusion mini-
mal. By Definition 8.1 we know that H C Hyps(P) C heads(P). Hence, heads(PUH) =
heads(P). Moreover, since Mt = facts(P/U7[) = heads(P/U\H) we conclude M™* C
heads(PU H) = heads(P), i.e., MT C heads(P). By Definition 3.15 we know that A% =
Hp \ heads(P) which, together with M ™ C heads(P) leads to the conclusion that M~ D
not A%. Since PY = (), by Definition 3.14, we can make My = M<y = MI,UM_, =
Dunot A%, ie., My= M<y=not A%. Since M~ D not A% and M<y = not A} we con-
clude M 2 M<y, i.e., M<g=not A is indeed a 3-valued model of P*: M_g=0:0 =10
with M2, = not (AJSDO \ MZ,) =not (A%\0) =not A%, which makes it an element of the
Layer Decomposition LDp(M) ={M<g,...,M<q,...} of M in P.

Now we take any 3 > 0, and assume M<g_1 is a 3-valued model of pp-1. M_ g1 with
MZg | =not (A]%ﬁ_1 \M;B_l) i.e., M<g_y is an element of the Layer Decomposition
LDp(M)={M<o,...,M<g,...} of M in P and M<g_1 C M. Since P =J,>¢ P* we can
take PP Mcg 1= P M_g and find a 3-valued model M<g of it such that M<g C M.
Let us see why we can guarantee this. Take PP : M_ . By Proposition 7.2 we know
that, taking M.g_1 = M.g C M, a model of P5 . Mg is a model of Ph . M_g. Since
M is a MH model of P we know that M = facts(P/UT-I), i.e., M™ = facts(P:: H) and,
therefore, M<g is a 3-valued model of PP M g, ie., M<g is also a 3-valued model of

PP : M.z where we can safely make MZ 5= not (AI%B \ M;'B)

Finally, since M is such that M = facts(P/U\H) we know that M T = T(“jDUH)/MJr(@)
because M is necessarily a Stable Model of PUH. Le., M™ =U,>0 T&JUH)/M+(@) where,
necessarily, T(O‘PU 17 /M+(Q)) = M;’a, which means M = U,>0 M;“a and therefore M~ =
Uazo M;oc' 0
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Theorem 8.5. Minimal Hypotheses semantics guarantees model existence.
Let P be an NLP. There is always, at least, one Minimal Hypotheses model of P.

Proof. The program Remainder Pof Pis always guaranteed to exist and to be unique (cf.
[45]), therefore both P and, hence, Hyps(P) (Definition 8.1) are always guaranteed to
exist and to be unique as well. One can always non-deterministically select some subset H
of Hyps(P) and add its elements as facts to P producing PU H, of which the Remainder
PUH is also always guaranteed to exist and to be unique. For some such subsets H,

the PUH will be just a set of facts — in the extreme case where H = Hyps(P), PUH
is necessarily guaranteed to be a set of facts. So, it is always possible to find all such

subsets H of Hyps(P) that yield PUH as a set of facts, and to select only the empty
H and the non-empty set inclusion minimal amongst those Hs. Any 2-valued model M,
such that M+ = f acts(P/U\H ), with such a guaranteed to exist minimal H, is a Minimal
Hypotheses model of P, consequently also guaranteed to exist. O]

Theorem 8.6. Minimal Hypotheses semantics enjoys Brave Relevance. Let
P be an NLP. Then, according to Definition 6.31,

(V acHp a € M = (3pr,eModelsyrp (Relp(a))Ma © M Na € Ma))
MeModels g (P)

A

(V acHp a € Mo = Inremodets y(P)Ma © M)
Mq€eModels g (Relp(a))

holds.

Proof. Let us first prove

(V a€Hp a € M = (In1,eModelspy g (Relp(a))Ma © M Na € Ma))
MeModels g (P)

and then we will prove

(v CLGHP ac Ma = ElMEMOdelSA{H(P)MCL g M)
MaeModelsprpr(Relp(a))

Assume a € Hp AM € Modelsyrpg(P)ANa € M.

Now we need to prove Iy, erodelsyy g (Relp(a))Ma © M Aa € M. Since P 2 Relp(a) and
M € Modelsp g (P) there is necessarily some M, C M such that M, € Modelsy g (Relp(a)).
What we need to prove in this case is that a € M,. Assume a ¢ M,. Since M, is a 2-
valued complete model of Relp(a) we know that [My| = Hpep(q) and, hence, if a ¢ Mo,



192

then necessarily not a € M, . Since M D M, is also a 2-valued complete model of P it
cannot be the case that a € M Anot a € M~ , otherwise M would not even be a model
(cf. Definitions 5.1,5.7). Hence, not a € M, i.e., not a € M and therefore a ¢ M which
contradicts our initial assumption a € M. We conclude a ¢ M, cannot hold, i.e., a € M,
must hold.

Assume a € Hp A M, € Modelsyrp(Relp(a)) Na € M.
Now we need to prove Jpyrcnrodetsy m(P)Ma © M. Let us write P, as an abbreviation
of P\ Relp(a). We have therefore P = P,U Relp(a). Let us now take P, UM,. By
Theorem 8.5 we know that every NLP as an MH model, hence every MH model M of
Py,(U M, is such that M 2 M,. Let Hy, denote the Hypotheses set of M, — ie,

— —

M = facts(Relp(a)U Hyy,) = heads(Relp(a)U Hyy, ), with Hyy, = () or non-empty set-
inclusion minimal, as per Definition 8.3. If facts(PU Hyy,) = heads(P U Hyy,) then M T =

facts(PUHy) = heads(PU Hyy) is an MH model of P with Hy = Hyy, and, necessarily,
M D M,.

If facts(PUfTMa) =+ heads(Pma) then, by Theorem 8.5, we can always find an
MH model M of Pj,(UM,, with H" C Hyps(P,UM,), where M+ = facts(PUH') =

heads(@’). Such M is thus M* = facts(P/U—PTM) = heads(P/U_I?M) where Hy; =
Hyy, UH', which means M is a MH model of P with M D M,. O

Theorem 8.8. Minimal Hypotheses semantics enjoys Cumulativity. Let P be
an NLP. Then

Vabetp ((vMeModels wm(P)a €M )=

(vMeModelsMH(P)b eM" & vMaeModelsMH(PU{a})b € Mcj—))

Proof. Assume V a€Hp ac M.
MeModels g (P)

=

Assume Vyrenrodetsy g (P)b € M™. Since every MH model M contains a, from Theo-
rem 8.9 we know that all such M are also MH models of PU{a}. Since we assumed b € M
as well, we know that b and M is a MH model of PU{a} we know b is also in those MH
model M of PU{a}. By adding a as a fact we have necessarily Hyps(PU{a}) C Hyps(P)
which means that there cannot be more MH models for PU{a} than for P. Since we
already know that for every MH model M of P, M is also a MH model of PU{a}
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we must conclude that vMGMOd@lSMH(P)El}\l’eModelsMH(P) such that M'T D M™. Since
VMeModelsy i (P)0 € M™ we necessarily conclude V MaeModels g (PU{a})b € M.

~:

Assume V7, e Modelsy i (PUfa})D € M. Since the MH semantics is relevant Theorem 8.7
if b does not depend on a then adding a as a fact to P or not has no impact on b’s truth-
value, and if b€ M then b € M as well.

If b does depend on a, which is true in every MH model M of P, then either 1) b
depends positively on a, and in this case since a € M then b € M as well; or 2) b depends
negatively on a, and in this case the lack of a as a fact in P can only contribute, if at all,
to make b true in M as well.

Then we conclude ¥ reazodets,  (P)0 € M. O

Theorem 8.9. Minimal Hypotheses semantics enjoys Brave Cautious Monotony.
Let P be an NLP. Then

v acHp a€ M= M e Modelsyg(PU{a})
MeModels g (P)

Proof. Assume a € Hp, M € Modelsy;g(P) and a € M. Since M is a MH model of
P, by Definition 8.3 (Minimal Hypotheses model), we know there is an H C Hyps(P)
which is either empty or non-empty set-inclusion minimal such that M+ = f acts(P/UT—I )=
heads(P/UT{ ). Since all MH models comply with the LWFM (Theorem 8.3 and a € M it
must be the case that either a € facts(P) or a € (heads(P)\ facts(P)). If a € facts(P)
holds then P = PUo{a} and therefore Hyps(P) = Hyps(P U {a}) which implies M is a
MH model of PU{a}. If a € (heads(P)\ facts(P)) then it follows immediately that
a € LW FM"(P) which means one of two possibilities:

1) If there are any rules in P with not a in the body that are part of some SCC,
then by Definition 6.7 the —n operation of the Layered Remainder does not delete any
of those rules, i.e., P is also equal to PU{a} from which M is a MH model of PU{a}
follows.

2) If all the rules P with not a in the body are not part of any SCC then they
are necessarily part of an infinite descending chain of negative dependencies along with
another infinite descending chain of positive dependencies. In such case all the atoms of M
that are part of the infinite chains and that depend on a become immediately determined
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and necessarily take the same truth value as in M; the atoms in the infinite chains that
do not depend on a are still undetermined in PU{a}, but the Hyps(PU{a}) still allow
for the same H to be chosen, i.e., M is still a MH model of PU{a}. O

Theorem 8.10. Brave Reasoning with MH semantics is ¥ -complete. Let P
be an NLP, and () a set of literals, or query. Finding an MH model such that M O () is
an Y4’ -complete task.

Proof. To show that finding a MH model M D @ is ©4'-complete, note that a nondeter-
ministic Turing machine with access to an NP-complete oracle can solve the problem as
follows: nondeterministically guess a set H of hypotheses (i.e., a subset of Hyps(P)). It
remains to check if H is empty or non-empty minimal such that M+ = facts(P/U7[ )=
heads(P/U\H) and M D Q. Checking that M = facts(P/UT{) = heads(P/UT{) can be
done in polynomial time (because computing PUH can be done in polynomial time
[45] for whichever PU H), and checking H is empty or non-empty minimal requires
a nondeterministic guess of a strict subset H' of H and then a polynomial check if

facts(P/U?’) = heads(P/UE’). O



