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Abstract

Targeting an increasing number of potential application domains, wireless sensor networks (WSN) have been the subjectof intense
research, in an attempt to optimize their performance whileguaranteeing reliability in highly demanding scenarios. However,
hardware constraints have limited their application, and real deployments have demonstrated that WSNs have difficulties in coping
with complex communication tasks — such as mobility — in addition to application-related tasks. Mobility support in WSNs
is crucial for a very high percentage of application scenarios and, most notably, for the Internet of Things. It is, thus,important
to know the existing solutions for mobility in WSNs, identifying their main characteristics and limitations. With thisin mind,
we firstly present a survey of models for mobility support in WSNs. We then present the Network of Proxies (NoP) assisted
mobility proposal, which relieves resource-constrained WSN nodes from the heavy procedures inherent to mobility management.
The presented proposal was implemented and evaluated in a real platform, demonstrating not only its advantages over conventional
solutions, but also its very good performance in the simultaneous handling of several mobile nodes, leading to high handoff success
rate and low handoff time.
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1. Introduction

Wireless Sensor Networks research has intensely addressed
performance, reliability and capacity optimization, in anat-
tempt to shorten the gap that separates them from conven-
tional networks. However, WSNs are largely constituted by
resource-constrained devices, whose characteristics arestill far
from those required by most applications. Advanced routing
algorithms, neighbor and service discovery mechanisms, secu-
rity, mobility and debugging, among others, are just examples
of features that researchers are trying to implement in WSNs.
Even though it is possible to install and evaluate them individ-
ually, the integration of all of these features with the aim of
developing a reliable, complete system will, on one hand, limit
the algorithms’ complexity due to ROM and RAM restrictions
and, on the other hand, contribute to a decrease in the lifetime
of each mote due to added energy requirements.
While working on the GINSENG project [1], an Euro-
pean project whose main objective was the deployment of
performance-controlled WSNs in critical scenarios, we faced
this problem when we tried to include all features we con-
sidered fundamental in a real, deployed WSN, whose target
was Petrogal’s oil refinery in Sines, Portugal. In this case,the
adopted solution was to remove some features and simplify the
software installed in each mote, in order to still achieve the nec-
essary performance without negatively affecting the network
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lifetime.
In [2] the authors also arrived at a similar conclusion, namely
that motes must be relieved from the routing process and must
become as simple as possible, acting just as end nodes and dele-
gating routing procedures on more powerful entities. Basically,
the authors advocate the separation of the sensing activityfrom
the network operation activity. A similar line was taken in [3],
in which the authors study the enhancement of mobile networks
by adding infrastructure support, concluding that, in general,
this kind of support is highly beneficial when mobility is con-
cerned.
Since WSN nodes are frequently small, portable devices, which
can be easily coupled to mobile entities such as vehicles or peo-
ple, many applications require mobility support. Therefore, it
is crucial to support efficient mobility mechanisms in WSNs,
without compromising the main application operation and net-
work lifetime.
Mobility in WSNs has been approached from several perspec-
tives and targeting different goals, leading to a variety of solu-
tions. In the first part of this paper we propose a WSN mobility
classification and survey the main existing mobility approaches.
This not only provides a broad view of the field, but also allows
the reader to identify the potential and implications of thevar-
ious options where mobility is concerned, constituting oneof
two main contributions of the paper.
Given the problems and limitations of the various mobility so-
lutions, identified in the first part of the paper, in its second
part we present and evaluate a WSN mobility support proposal,
called Network of Proxies (NoP), designed to perform complex,
time-consuming, processor-intensive and energy-demanding
operations, such as mobility management operations, on behalf
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of WSN nodes. The Network of Proxies concept was originally
proposed in [4] and [5], where we concluded that conventional
node-based mobility solutions, such as MIPv6, could not meet
the requirements of many WSN applications in terms of relia-
bility and overall performance. NoP was then designed to over-
come the problem, guaranteeing controlled end-to-end perfor-
mance in the presence of high mobility while contributing toan
extension of the WSN’s lifetime. The entire NoP development
process, assessment and final comparison with MIPv6 collec-
tively constitute the second main contribution of this paper.
NoP’s objective is to simplify the sensor network, moving the
complexity from the motes to local proxies. These proposed
proxies are machines without the stringent energy restrictions
of sensor nodes, and with the ability to operate alone or to be
part of a mesh network. They should be capable of monitoring
each mote’s link quality and determining when handoff should
be done, taking care of it on behalf of mobile nodes. In this
way, it is possible to keep mobile nodes as simple as possible,
focusing their activity on sensing, and saving energy.
NoP was specifically designed for critical scenarios, such as
GINSENG, in which the extra cost of a wireless mesh network
infrastructure is largely compensated by the added reliability
and performance control of the resulting system.
Although we are dealing with mobility support in this paper,the
NoP concept can be used to support any other activity whose
complexity level requires more powerful mechanisms, such as
security.
This paper is organized as follows. The next section presents
the general characterization of mobility in WSNs. Section 3
surveys WSN mobility support at the MAC layer, while sec-
tion 4 surveys it at the Network layer. Section 5 details the
concept of Network of Proxies and its application to mobility
support in WSNs, presenting an overview of implementation
and operation aspects and concluding with a presentation and
discussion of the NoP’s evaluation results. Section 6 surveys
important, related projects in this research field. The conclu-
sions and guidelines for further work are provided in section 7.

2. General characterization of mobility in WSNs

Mobility in wireless sensor networks can be classified con-
sidering the following aspects: the element that is mobile;the
type of movement; the protocol level at which mobility is sup-
ported; and the entity who handles the mobility process. While
the former two concern the physical aspects of mobility, the
latter two regard the architectural aspects. The followingsub-
sections detail each of them.

2.1. Mobile element

Table 1 summarizes the mobility characterization in what
concerns the WSN element that is mobile. As it can be seen
in the table, two cases can occur: mobility of the sink node, and
mobility of the sensor node.

Sink node mobility was introduced in [6] and [7], among
others, with the objective of making sink nodes closer to each
sensor node or sensor node cluster, in order to save the nodes’

Table 1: Mobile element

Sink node Mobile Base Stations (MSB)
Mobile Data Collectors (MDC)
Rendezvous (Hybrid)

Sensor node Weak
Strong robotic
Strong parasitic

energy. A second objective was to avoid the high cost of
maintaining long multi-hop paths.
Three classes of sink node mobility exist: Mobile Base Stations
(MBS), Mobile Data Collectors (MDC), and Rendezvous-
Based solutions (which is a hybrid of the former two classes).
With Mobile Base Stations the sink node is capable of moving
across the network, increasing the coverage and decreasingthe
number of hops to reach each node. Reference [8] evaluates
sink node mobility performance for various network topologies
and types of movement.
Mobile Data Collectors (MDC), in turn, takes advantage of the
capability of more powerful nodes (either sink nodes or other
dedicated nodes) to perform on-demand collection, avoiding
the need for data to travel through several hops. [9] introduced
the concept of data mules, where mobile sink nodes move
randomly, collecting data across the network. [10] proposed
a solution where the trajectory of the Mobile Data Collector
is not controlled but is known a priori, while [11] proposed a
controlled MDC in real-time.
Rendezvous-Based solutions are a hybrid of the two previous
classes of solutions: MBS and MDC [12]. Instead of uncon-
trolled mobility or on demand data gathering, [13] proposed
a careful mobility/positioning of the sink node in order to
better cover the network. The same author also introduced
the concept of dynamically changing position, readapting to
network changes.

Sensor node mobility can be classified into two basic
modes [14]: weak mobility and strong mobility.
Weak mobility is the mobility forced by the death of some net-
work nodes. Due to their intrinsic characteristics, namelyhard-
ware restrictions and battery operation, nodes have limited, of-
ten short lifetime. Consequently, new nodes must be added to
replace dead nodes, thus leading to network topology changes.
Strong mobility, in turn, is the type of mobility associatedwith
the movement caused by either an external agent (wind or wa-
ter) or by an intrinsic characteristic of the sensor node. Strong
mobility can be further subdivided into robotic and parasitic. In
the former case, the sensor node has the capacity to move on its
own. In the latter case, it is attached to a moving entity.
An example of robotic node mobility is Robomote [15], a
wheel-equipped sensor node designed for easy deployment and
low cost. Robomote was also equipped with two engines, one
infrared sensor to detect obstacles and a sun-rechargeablebat-
tery. Despite the interest in and potential of Robomote, most ex-
isting applications are based on nodes attached to mobile bod-
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ies, i.e., on parasitic sensor node mobility. In [16] this issue is
analyzed in depth, using various types of parasitism to classify
the possible forms of association between motes and mobile
bodies.

2.2. Types of movement

Mobility in WSNs can also be classified according to the type
of movement of the moving entity. The following types are
commonly referred to in the literature: random, predefined,and
controlled. Random movement means that the moving entity
(be it a sink node or a sensor node) moves randomly within the
area under consideration. Predefined movement means that the
entity moves along a specific path, with known speed, reaching
each point of interest at known, specific points in time. Lastly,
controlled movement means that the entity’s movement is con-
trolled by an external entity in real-time.
Independently of the type of movement, [17] and [18] studied
node mobility as a way to increase the network coverage, and
presented several energy-aware routing algorithms oriented to-
wards the maximization of the covered area.

2.3. Protocol level

In what concerns the protocol level, WSN mobility can be
handled at the medium access control (MAC) (sub-)layer or at
the network layer.
When dealt with at the MAC layer, the challenge is to effi-
ciently integrate mobility functionality in the already complex
duty cycle mechanisms, keeping energy consumption and
latency as low as possible. Although it is possible to support
mobility at the MAC layer, there are several problems in doing
so. On one hand, as mentioned before, the complexity of
duty cycle algorithms that are tailored for latency and energy
reduction is a serious obstacle to modifications required by
mobility. On the other hand, there are critical situations where
high performance and reliability are a must, which means
that the MAC protocol must be optimized for these goals,
and adding mobility support may compromise them. Hence,
the alternative is to implement mobility at the network layer,
in order to leave the MAC layer free from the added complexity.

One key aspect of WSN MAC layer solutions is their duty
cycle, that is, the scheme that determines when sensor nodes
should be awake or sleeping. The following aspects are relevant
for the classification/analysis of duty cycle schemes not only in
what concerns mobility, but also in general:

• type of duty cycle — duty cycles may be fixed, adaptive,
or dynamic; in fixed duty cycles, wake-up and sleeping
times do not vary and follow a predetermined order; adap-
tive schemes use a predetermined order but take into ac-
count the state of the network and/or application to deter-
mine the duration of awake/sleep periods; in dynamic duty
cycles the time and duration of awake/sleep periods is nei-
ther fixed nor predetermined;

• synchronization — this controls the sensor nodes wake-
up periods, so that nodes involved in a communication are

active simultaneously; some schemes rely on some form
of node synchronization; other schemes are asynchronous
or hybrid, resorting to the use of preambles for node wake-
up;

• latency — this is the maximum time a node must wait
before initiating a transmission; this includes the time for
waiting for the destination node to wake up; different duty
cycle schemes have different impact on latency;

• energy consumption — intrinsic characteristics of duty
cycles schemes (e.g., type of duty cycle, synchronization)
lead to different energy consumption;

• mobility awareness — some duty cycle schemes are
mobility-aware, meaning that they were specifically de-
signed having mobility in mind; other do not take mobility
into account.

When dealing with mobility at the network layer, the follow-
ing aspects are relevant for the classification/analysis of WSN
mobility solutions:

• IP-based — although operating at the network layer, some
mobility solutions may not rely on IP mobility and, in-
stead, use Zigbee or WirelessHart; other solutions may be
based on IP mobility;

• LLN awareness — some mobility schemes are specif-
ically designed having in mind the restrictions of Low
power and Lossy Networks (LLN); others, like MIPv6-
based solutions, do not take these restrictions into account;

• latency — mobility mechanisms always lead to communi-
cation latency, due to the handoff procedure; the lower the
latency the more efficient is the solution;

• signaling cost — different mobility solutions use different
mechanisms, which require signaling protocols/messages;
signaling is overhead and should be minimized.

Wireless Sensor Networks and mobility have also appeared
associated to indoor localization methods. For instance,
in [19] [20] the authors present some localization solutions that
explore well-known methods like references, signal strengths
or triangulation, taking advantage of deployed WSNs to track
entities. Localization methods can be used to detect or track
mobile sink nodes, sensor nodes or users.

2.4. Mobility handler

One final aspect to take into account when considering the
support for mobility in wireless sensor networks is the entity
that handles the mobility procedures. As mentioned in the
Introduction, an alternative to burdening sensor nodes with
mobility functionality is to resort to some kind of infrastructure
that handles mobility on their behalf. The foreseen possibilities
are, thus, the following:
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• node-based mobility — in this case, mobility is handled
by the sensor nodes, in addition to other communication
and application tasks; this does not require any assistance
from the network side, at the cost of some negative impact
on node complexity, performance, and energy consump-
tion;

• network-based mobility — sensor nodes are relieved
from mobility-related tasks (e.g., handoff, registration,
route-optimization, etc.), which are performed on their be-
half by an external entity, such as special network nodes
or mobility agents; these entities either reside in the exist-
ing network infrastructure or in an additional, complemen-
tary infrastructure; the added complexity on the infrastruc-
ture side is compensated by lighter nodes, with benefits in
terms of performance and energy consumption;

• hybrid — in hybrid solutions, mobility functions are
partly carried out by sensor nodes and partly by the net-
work infrastructure.

2.5. Sum up

In light of the presented mobility characterization frame-
work, Table 2 presents a classification of some WSN mobility
approaches that can be found in the literature. The common
factor of all these solutions is that they approach mobilityfrom
an application perspective, regardless the complexity of imple-
menting the needed communication support.

In contrast, in the next two sections we will address WSN
mobility solutions from the communications perspective. Sec-
tion 3 deals with WSN mobility solutions at the MAC layer,
while section 4 addresses WSN mobility at the network layer.

3. Mobility at the MAC layer

MAC layer duty cycle is a fundamental aspect of any
wireless sensor network, as it determines many of its features
including its ability to support mobility. This section presents
the main WSN duty cycle schemes and their impact on mobility
support.

Duty cycle schemes have the main goals of saving node’s
energy, in order to increase the network lifetime, and enabling
the nodes to communicate efficiently, notably with reduced
overhead and latency. As seen in the previous section, there
are two basic approaches for this: synchronous operation or
asynchronous operation.
Synchronous duty cycle schemes require clock synchronization
among all network elements belonging to the same cluster.
The clock is used to wake up all nodes at specific, synchronous
points in time and for specific periods. After this, the nodes
revert to sleep mode until the following active period. This
form of operation additionally requires several synchronization
messages or synchronization flags and forces edge nodes to
synchronize with the various clusters/networks to which they
are attached.
Asynchronous mechanisms are typically based on preambles,

long or short, that precede transmissions. Preambles constitute
overhead, and so the price to pay for not relying on clock
synchronization is a decreased efficiency in data transmission,
i.e., more bits are transmitted to send the same amount of data.

Several proposals for WSN mobility support at the MAC
layer were built on the adaptation of existing MAC layer
solutions designed for static networks. Being one of the first
MAC duty cycle schemes, Sensor MAC (S-MAC) [21] is the
basis for many of the WSN mobility approaches described in
this section. S-MAC is a synchronous duty cycle solution in
which nodes are grouped into clusters. All cluster nodes switch
to passive and active modes at the same time. The active mode
is divided into three phases (SYNC, RTS, CTS). During each
of these active phases nodes contend for the medium using a
carrier sense multiple access (CSMA) scheme. The algorithm
relies on the broadcasting of a synchronization message
(SYNC) in order to synchronize the internal clock of each
sensor node. All nodes broadcast SYNC messages periodically
and when a node wants to communicate with another node,
it sends a Request to Send (RTS) packet and waits for the
respective Clear to Send (CTS) response. The duty cycle size
is fixed and, thus, it does not adapt to the network load, which
can cause an increase in latency when the load is high, and a
non-optimal amount of transmitted data between nodes.

Based on S-MAC, several approaches to WSN mobility sup-
port were developed. Mobile S-MAC, MOB-MAC, AM-MAC,
and MD-MAC are the most relevant ones, and their main
characteristics are presented below.

Mobile S-MAC (MS-MAC) [22] was the first WSN MAC
layer proposal that considered mobility and it is an extension
of the base S-MAC protocol with the aim of supporting both
stationary and mobile networks. With MS-MAC, when a
mobile node enters a stationary network, the surrounding
nodes within a range area, R, will form an active space with
synchronized periods shorter than those of stationary operation.
These shorter periods are useful for monitoring the movement
of the new neighbor. MS-MAC was only tested by simulation
and, as it is based on S-MAC, suffers of the same problems.
MS-MAC defines a shorter Neighbor Discovery Period (NDP)
in the mobile nodes, when compared to S-MAC. Moreover,
it increases the complexity of sensor nodes by using the link
quality variable for movement detection. It also requires an
extra listening time for neighbors, mainly for the boundary
nodes, in order to detect mobile nodes.

Mobile MAC (MOB-MAC) [23] was developed in order to
solve the MS-MAC’s retransmission problem, caused by the
high frame loss rate, which increases energy consumption.
MOB-MAC solves this problem by introducing adaptive frame
sizes, considering the link quality. If the link quality is poor
then the frame size is reduced, thus leading to less energy
consumption per transmitted frame and decreasing the error
probability, which is proportional to the frame size. Conversely,
when link quality improves, the frame size gets increased.
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Table 2: Classification of WSN mobility approaches.

Mobile element Type of movement Protocol level Mobility handler
Wang et al. 2005 [6] Sink node MBS Predefined n/a Network
Kim et al. 2003 [7] Sink node MBS Random n/a Network

Stevanovic and Vlajic 2008 [8] Sink node MBS Random/predefined MAC Network
Shah et al. 2003 [9] Sink node MDC Random n/a Network

Chakrabarti et al. 2003 [10] Sensor node Parasitic Predefined n/a Node
Somasundara et al. 2004 [11] Sink node MDC Controlled n/a Network

Ekici et al. 2006 [12] Sink node Hybrid Controlled n/a Network
Akkaya et al. 2007 [13] Sink node MBS Controlled n/a Network
Dantu et al. 2005 [15] Sensor node Robotic Controlled MAC Node

Srinivasan and Chua 2007 [17]Sensor node n/a Predefined n/a Node
Liu et al. 2005 [18] Sensor node n/a Random n/a Node

MOB-MAC may have problems when fixed size frames are
used, as is the case in most real application scenarios.

Adaptive Mobility MAC (AM-MAC) [24] is a MAC pro-
tocol based on S-MAC in which each node has a listen-sleep
schedule that it periodically broadcasts through a SYNC mes-
sage. AM-MAC supports mobility based on two mechanisms:
secondary listening period and smart scheduling adaptation.
Nodes using the same schedule constitute a virtual cluster.
Each virtual cluster has its own schedule. Border nodes are
deployed between virtual clusters, and operate according to
the schedules of the clusters they belong to. When a mobile
node (MN) receives a SYNC message from a border node,
whose schedule does not belong to its virtual cluster, the MN
learns that it will probably handoff to another virtual cluster,
using a secondary listening period to quickly perform the
scheduling adaptation. On the other hand, if the MN does not
receive a SYNC message of a border node and enters directly
in another virtual cluster, it will perform schedule adaptation to
the new schedule. Although AM-MAC outperforms S-MAC,
it energetically depletes border nodes, like in the MS-MAC
solution.

MD-SMAC [25], Mobility aware Dynamic S-MAC, is a
combination of MS-MAC and DS-MAC [26], in an attempt
to obtain a mobility-aware solution capable of handling
delay-sensitive applications, and maintaining low energycon-
sumption. MD-SMAC proposes some changes to the respective
base protocols. In the case of DS-MAC, MD-SMAC proposes
that once a pre-defined energy level threshold is reached, the
mobile node (MN) must revert the duty cycle to its initial
format (note that DS-MAC doubles the duty cycle to improve
latency), thus improving nodes lifetime. Regarding MS-MAC,
MD-SMAC removes the old schedule when the MN is in the
next cluster (MS-MAC keeps both schedules by default, which
consumes more energy). Besides, MD-SMAC also reverts the
Neighbor Discovery frequency to its initial form as soon as the
MN is in the new cluster with the new schedule. In MS-MAC
this frequency changes from 5 minutes to 30 seconds when
the MN is moving between clusters, but it never reverts to the

original form. Although this solution improves the network
lifetime, it negatively affects latency and, therefore, the support
for delay-sensitive applications is compromised.

Collision Free Mobility Adaptive MAC for WSNs
(CFMA) [27] is a MAC protocol that outperform S-MAC,
MOB-MAC, AM-MAC, MS-MAC, MD-MAC and DS-MAC
by modifying the way in which back-off values are allocated.
Usually, MAC protocols compute a random value to decide
the access period of each node. However, CFMA-MAC
proposes the use of pre-defined delays, assigned by the Cluster
Coordinator (thus imposing the use a cluster-based network
organization), implementing different levels of priority for each
mote based on the delay values. For instance, when a new node
enters the cluster it has the maximum priority, which means
the shortest delay, to assure its quick inclusion in the network.
Following each transmission, the node asks the coordinatorthe
delay for the next transmission. In the case of a mobile node
(MN), it must also monitor the signal strength of the adjacent
clusters. When that signal strength is increasing, the MN asks
the coordinator for a delay to access the adjacent cluster.
Thus, when arriving at that cluster the MN can communicate as
quickly as the delay allows it, which is faster than requesting
the delay only after the movement. CFMA-MAC was analyzed
and compared with the mentioned MAC layer protocols via
MATLAB only. Although the results show it to be superior,
neither implementation nor evaluation exists in real platforms.
Besides, all the protocols with which CFMA-MAC was
compared are based on S-MAC, which does not allow any
conclusions on how it will compare to other types of MAC
protocols. Furthermore, forcing a cluster-based network
organization may not be adequate for some scenarios and thus
limits its applicability.

For critical scenarios where CSMA access might cause
some uncontrolled performance, TDMA solutions are usually
preferred. The Traffic-Adaptive Medium Access protocol
(TRAMA) [28] was one of the first TDMA solutions for
WSNs and, like S-MAC, it has also served as a base for
newer contributions. TRAMA is a TDMA MAC protocol
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capable of adapting transmission schedules to traffic needs.
TRAMA uses not only scheduled slots for transmission but
also contention-based slots (CSMA) for node admission and
network management.

Based on TRAMA, the Mobility-Adaptive Collision-Free
MAC Protocol for Wireless Sensor Networks (MMAC) [29]
is a schedule-based MAC protocol capable of adapting the
frame time, transmission slots and random-access slots (a
frame is composed of scheduled access slots and random
access slots). This solution adapts the frame time according
to node movement conditions, thus allowing a more efficient
synchronization of nodes. With fixed frame time (as in the
case of TRAMA), when there are several mobile nodes each
node may have to wait a considerable time until it synchronizes
and joins the network. However, using adaptive frame time,
it is possible to reduce the frame time as a function of the
number of mobile nodes, and thus speed up the joining process.
The problem of MMAC is the highly complex scheduling
algorithm used to calculate the transmitter of each slot in the
frame. Besides, MMAC assumes that it is possible to predict
each nodes’ position, based on their mobility pattern. This
assumption may not be valid in many real scenarios, which
limits the applicability of this solution.

In an attempt to avoid the need for nodes’ synchronization,
required in the cases of S-MAC, TRAMA, and its deriva-
tives, several asynchronous MAC solutions were developed.
WiseMAC [30], B-MAC [31] and X-MAC [32] are the most
popular unsynchronized sender-initiated solutions, the latter
currently being one of the most used MAC layers. On the
other hand, RI-MAC [33] and A-MAC [34] are well-known
unsynchronized receiver-initiated solutions.

Asynchronous solutions resort to the use oflow power
listening (LPL) and to the transmission and reception of
preambles in order to avoid the need for clock synchronization.
In sender-initiated solutions, preambles are sent by the sender
to detect when the receiver is active, following which the com-
munication can start. On the other hand, in receiver-initiated
solutions the receivers send a beacon at wakeup. Senders hold
in silence until listening the receivers’ beacon, startingthe
transmission only after the beacon’s reception.

WiseMAC and B-MAC suffer from the same problem: the
overhearing caused by long preambles, which affects the entire
network. In contrast, X-MAC replaces the long preamble by
a sequence of short preambles and introduces an acknowledge
message from receiver to sender, in order to notify the latter
that the preamble was already received and therefore the
transmission can start. Thus, there is no need for both entities
to wait for the preamble to end. Moreover, in order to avoid
neighbors to become affected by preambles of messages
targeting other destinations, each short preamble contains the
receiver’s ID. With this type of preambles, neighbors that
wake up and receive a short preamble will check the ID to see
whether they are the intended receivers. If so, they will send an

acknowledgement message, the sender will stop the preambles
and subsequently sends the packet. Otherwise they just go to
sleep again.

Both RI-MAC and A-MAC are affected by the long duty
cycle of senders, with A-MAC minimizing this issue by
introducing a control channel and a multi-channel mechanism
for data transmission. However, A-MAC uses a single control
channel that can itself suffer from interference and traffic
jam, thus compromising data transmission. EM-MAC [35]
proposed a similar multi-channel solution that overcomes the
A-MAC limitation by creating a dynamic channel selection
also for the control channel. In EM-MAC, each node has its
own channel switching and wakeup scheme, which is predicted
by the sender based on its knowledge of the receiver’s function
used to generate channel and wakeup times.

Although these solutions were not specifically designed
for mobility support, the fact of not requiring synchroniza-
tion makes them more flexible, which eases the addition
of mobile nodes to the network. Benefiting from this, an
adaptation of X-MAC for mobility support was developed,
named MoX-MAC [36]. In X-MAC, whenever a node wants
to transmit it sends a set of short preambles until it receives
an acknowledgement notifying that the target is awake and
the transmission can start. Applying X-MAC to mobile nodes
would affect a potentially large number of nodes, namely those
along the MN’s path. Therefore, with MoX-MAC MNs first
listen to any ACK to check whether there is a transmission
going on. By learning the schedule through the received ACKs,
MNs know when they can start sending data. MoX-MAC was
compared with X-MAC, but the results show a slight advantage
only in some cases.

In an attempt to profit from the positive aspects of syn-
chronous and asynchronous MAC solutions, some hybrid
solutions were developed. These mix synchronized nodes
in the network core with unsynchronized nodes at network
boundaries. MAMAC and MMH-MAC, described next, are
two relevant hybrid synchronization proposals developed with
mobility support in mind.

The Mobile Adaptive MAC (MAMAC) [37] proposes a sim-
ple mechanism where nodes, either mobile or fixed, do not use
synchronized clocks. Instead, each node wakes up at random
points in time and sends an acknowledgement beacon. When a
node wants to transmit, it starts listening to the environment un-
til it receives the acknowledgement beacon from the destination
node, at which point the node starts the transmission. In what
concerns channel occupation, this protocol is very efficient
because each transmission only requires the ACK message
and the data transmission, instead of RTS and CTS used,
for instance, in S-MAC. According to its authors, MAMAC
is an effective solution for high mobility scenarios, although
they do not provide any evaluation results supporting this claim.

Also a hybrid solution, the Mobile Multimode Hybrid
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MAC protocol (MMH-MAC) [38] aims at maintaining the low
energy consumption of asynchronous solutions and the high
throughput of synchronous solutions, even in the presence of
mobile nodes. In order to achieve this, it implements both the
synchronous mode for stationary nodes and the asynchronous
mode for mobile nodes. In the asynchronous mode, it uses
preambles and a frame called SHUT-UP for stopping them.
SYNC messages are sent in order to synchronize the nodes’
internal clock and to serve as beacon to detect neighborhood
changes. When a mobile node arrives at a new cluster it
starts sending preambles until it gets a SHUT-UP message.
Subsequently, the mobile node receives a SYNC message and
synchronizes with the neighboring nodes. This solution was
both simulated and implemented in a real environment.

Table 3 presents an overview of the various MAC protocols
discussed in this section, using the classification proposed in
sub-section 2.3. TheStatecolumn indicates whether the proto-
col was implemented and deployed or simply simulated.

We can see that many MAC proposals are still based on
simulation only. This is more so for the proposals that support
mobility. So, it is apparent that many issues are still open
and/or must be further evaluated prior to any implementation.

In addition, several other considerations should be done
concerning these MAC proposals. MS-MAC is well estab-
lished but has several limitations. X-MAC is the most used
one but was not designed for mobility. Nevertheless, X-MAC
with short preambles can also support mobility, avoiding
the complexity of MS-MAC and MAMAC, by a simple
adaptation as proposed by MoX-MAC. Moreover, mobility
aware algorithms at the MAC layer require complex handoff

mechanisms, which makes them heavier and more difficult to
implement. Furthermore, in the cases of MAC protocols that
can achieve considerably efficiency, they do so for specific
types of applications or networks, not for the general case,
which limits their applicability.

In view of the above, and in order to enable interoperabil-
ity among different WSNs, most authors defend that mobility
should be implemented at the network layer using data from the
MAC layer for mobility estimation only. Network layer mobil-
ity is the subject of the following section.

4. Mobility at the Network Layer

Although some network layer WSN mobility solutions
do not rely on IP and, instead, use Zigbee or WirelessHart,
most of them are IP-based. Thus, in order to address WSN
mobility support at the network layer, we start by providing,
in sub-section 4.1, an overview of conventional IP mobility
approaches (i.e., not specifically developed for WSNs) that
could be used or adapted for WSN mobility support, while in
sub-section 4.2 we analyze and compare existing IP mobility
approaches specifically developed for 6LoWPAN [39].

6LoWPAN is an IETF Working Group (WG) created with
the objective of adapting the IP technology to 802.15.4-based
networks. The support of IPv6 over IEEE802.15.4 will allow
WSNs to take advantage of well-known IPv6 capabilities,
such as Neighbor Discovery (ND) or Mobile IP (MIPv6).
6LoWPAN aims also at enabling the use of upper layer pro-
tocols from conventional networks in LoWPANs (e.g., UDP,
TCP, HTTP; etc.), thus providing the basis for an efficient
interoperability of WSNs and the Internet.

4.1. Native MIP-based solutions
This section presents native IP Mobility proposals that can

potentially be applied to 6LoWPAN.

Managing mobility at the network level is not novel in
WSNs. In the past, authors in [40] [41] have analyzed the pros
and cons of doing it, and surveyed the respective scenarios.In
this section we briefly present the main characteristics of the
most popularMobile IPsolutions, with the objective of finding
the most suitable approach for WSNs.

The main objective ofMobile IP is to guarantee the connec-
tivity of mobile devices, irrespectively of the network they are
in, in a way that is completely transparent to the upper layers.
This protocol was initially developed for IPv4 (MIPv4) [42],
and later adapted and included in IPv6 (MIPv6) [43].

MIPv4 introduced the concepts ofHome Agent(HA), For-
eign Agent(FA), Correspondent Node(CN), Mobile Node
(MN), Care of Address(CoA),Mobility Binding Table, andVis-
itor List (VL). A Home Agent is a local entity responsible
for the management of local Mobile Nodes (MN), keeping
their mobility information in aMobility Binding Table(MBT).
A Foreign Agent, in turn, is an external entity, located at
the foreign network to which aMobile Node(MN) moved.
Whenever an MN arrives at a foreign network, the FA assigns
it a Care of Address(CoA), registers that information in its VL,
and notifies the HA, which, in turn, updates the corresponding
entry in the local MBT. CNs are static or mobile nodes located
on the Internet, with which an MN is communicating.
When a HA receives a packet destined to an MN it checks in
its MBT whether the MN is in the local network. If so, the
HA just delivers the packet. Otherwise, the HA gets the CoA,
encapsulates the packet and forwards it to the FA, through an
IP tunnel. When the FA receives the packet it checks the CoA
in the VL, de-encapsulates the packet and delivers it to the MN.
In the opposite direction the FA may forward the message from
the MN to the CN using conventional routing mechanisms or
using the FA-HA tunnel.
HAs and FAs periodically broadcastAgent Advertisementmes-
sages in their respective networks in order to detect changes
in the existing devices. Whenever an MN moves to a new
network it can wait for anAgent Advertisementor, instead, it
can send anAgent Solicitation, to quickly announce itself to
the new FA.
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Table 3: Duty cycle optimized schemes.

Type of duty cycle Synchronization Latency Energy consumption Mobility State
S-MAC Fixed YES Medium Medium NO Deployed

MS-MAC Adaptive (Active area) YES Medium Medium-High YES Simulated
MOB-MAC Adaptive YES Medium- Medium-Low YES Simulated
AM-MAC Adaptive YES Medium Medium-High YES Simulated
MD-SMAC Adaptive YES Low Medium- Low YES Simulated
DS-MAC Dynamic YES Low Medium NO Simulated

CFMA-MAC Adaptive YES Low Medium-Low YES Simulated
TRAMA Adaptive YES High Medium NO Deployed
MMAC Adaptive YES Medium Medium YES Simulated

WiseMAC Dynamic (Long Preambles) NO Medium Medium-Low NO Deployed
B-MAC Dynamic (Long Preambles) NO Medium Medium-Low NO Deployed
X-MAC Dynamic (Short Preambles) NO Low Low NO Deployed
RI-MAC Dynamic (No Preambles) NO Low Medium NO Deployed
A-MAC Dynamic (No Preambles) NO Low Low NO Deployed

EM-MAC Pseudorandom/Predicted NO Medium N/A NO Deployed
MoX-MAC Dynamic (Short Preambles) NO Low Low YES Simulated
MAMAC Dynamic NO High Medium YES Simulated

MMH-MAC Dynamic YES/NO Medium Medium- Low YES Deployed

MIPv6 introduced significant changes in this mobility
model, exploring native functionality in IPv6. Implemented as
a specific message type of IPv6, MIPv6 becomes more flexible
and easy to use. On one hand, the use of more than one address,
global and link-local, associated with the address configuration
mechanisms of IPv6, made it unnecessary to have FAs, as
MNs can self-configure their own addresses. On the other
hand, each MN (and CN) has its ownBinding Cache, which is
used for keeping information about other MNs/CNs. It is the
responsibility of each MN to maintain updated information in
its HA agent and in theBinding Cachesof the MNs/CNs with
which it is communicating, usingBinding Updatemessages.
When a CN wants to communicate with an MN, it first checks
whether a CoA exists in theBinding Cache. If so, the CN
directly sends the packet to that CoA, using the IPv6 Routing
Header Option. Otherwise, it will send the packet using the
conventional mechanism, which will force the HA to encap-
sulate the packet and create the IP tunnel to forward it, like
in the MIPv4 case. When the MN receives the encapsulated
packet it will then notify the CN about the new CoA, in order
to guarantee the direct communication in the next transmission
and perform route optimization.

In addition to the Mobile IP protocol, there are many other
solutions to support mobility in conventional networks. Inthe
following, we present a brief description of the most important
ones.
Hierarchical Mobile IPv6(HMIPv6) [44] was specifically de-
signed to minimize the handoff time in the cases of micro or in-
tra mobility. Mobile IP Fast Authentication(MIFA) [45] allows
local authentication, thus reducing the handoff load in MNs,
moving it to the network side. PMIPv6 [46] presents a solution
based on additional entities in the network, capable of handling

the handoff on behalf of MNs.Fast Handovers(FMIPv6) [47]
is based on Mobile IPv6 and PMIPv6 but it reduces handoff de-
lay through the pre-configuration of the CoA in MNs prior to
their movement. Finally,Mobile SCTP[48] uses several IP ad-
dresses to identify MNs. Each of these solutions is described in
the following paragraphs.

4.1.1. HMIPv6

This handoff mechanism was developed to improve the per-
formance of MIPv6, by implementing the concepts of local and
global mobility.
HMIPv6 defines the existence of a new entity, namedMobility
Anchor Point(MAP). This entity is basically a local HA ca-
pable of supporting severalAccess Routers(AR), which define
the range limits of the MAP network and is responsible for con-
tinually announcing itself by broadcast. In this solution,MNs
have two types of CoA: theRegional Care of Address(RCoA)
and theOn-link Care of Address(LCoA). While the former is
the address used to identify MNs outside the visited network,
the latter is used to identify MNs in the visited network. This
mechanism allows MNs to freely move within the visited net-
work without informing their HAs or CNs.
The MAP entity keeps aMobility Binding Tablecontaining in-
formation about MNs, associating their RCoA with the respec-
tive LCoA. ARs continually announce the MAP service so that
whenever an MN enters the network it can use the information
contained in those announcements to self-configure its RCoA.
Each time an MN moves within the MAP network it will only
handoff between ARs, which only requires an LCoA update,
and does not affect the RCoA address. Movements inside the
MAP network are, thus, local mobility, whereas movements be-
tween different MAP networks are global mobility.
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4.1.2. MIFA
The Mobile IP Fast Authentication(MIFA) protocol ex-

plores the performance improvement of the registration process
between MNs and HAs, The method consists in the delegation
of the MN registration process in the FA, allowing the MN
to authenticate locally. When an MN sends aRegRqstto
a FA, the latter replies with aRegistration Replymessage,
acknowledging the success of the process. Then a tunnel
between the FA and the previous FA is recursively created until
the HA is reached, thus leading to a single tunnel from the HA
to the actual FA.
In order to guarantee the authenticity of the MN, the FA must
be a member of a recognized FA group, known asLayer 3
Frequent HandoffRegion(L3-FHR). This group can be dynam-
ically or statically configured through specific algorithms. The
L3-FHR region is generally constituted by a limited number of
FAs.
Security mechanisms among FAs can be statically defined,
for instance by the network administrator, or dynamically
by the network. The MNs local authentication is guaranteed
through notification messages sent by FAs to their L3-FHR
group while the MNs are connected to them. These messages
contain security data concerning the MNs, the FAs of the
L3-FHR group, and the HAs. This security information is kept
by each FA of the group, and is eliminated when used by one
of them. Additionally, these messages can contain information
regarding HA attributes and/or authentication data needed by
MNs in their next FA registration.
When an MN sends a registration request to a new FA, the latter
will verify the local authenticity of the MN through the security
information sent by the previous FA to the L3-FHR group.
Furthermore, the FA uses the extra information about the HA
to check whether it corresponds to its requirements. Once the
authenticity is confirmed, the new FA sends a notification to the
previous FA, asking it to forward all packets whose destination
is the MN. Afterwards, the FA replies to the MN registration
request. Once the local registration is completed, the FA sends
a notification message to the HA informing it about the new
registration. In response to such notification the HA establishes
an IP tunnel to the new FA. This type of mechanism allows the
support of global mobility, like in Mobile IP, and also local
mobility, like in HMIPv6.

4.1.3. Proxy MIPv6
Proxy MIPv6(PMIPv6) was standardized in RFC5213 and

describes a method to support node mobility using a network-
based procedure. To do so, PMIPv6 defines two extra elements,
namely theLocal Mobility Anchor(LMA) and theMobility Ac-
cess Gateway(MAG). All the traffic to/from the MN is for-
warded via the LMA, which creates a tunnel with the current
MAG. Upon arrival at a new network the MN sends a Router
Solicitation that is received by the local MAG. After receiving
the solicitation, the MAG will send aProxy Binding Update
(PBU) to the MN’s LMA, containing the MN ID and the profile,
which includes, among others, the MAG address (proxy-CoA).
The MNs LMA, in turn, will create aBinding Cache Entry

(BCE), which includes the MN-ID, the MAG address and the
new MN prefix, and send aProxy Binding Acknowledge(PBA)
to the MAG. When the PBA is received, the MAG creates the
bi-directional tunnel to the LMA and sends a Router Adver-
tisement to MN, containing itsHome Network Prefix(HNP).
Hence, almost all the process runs on the network side, with
the MAG operating on behalf of the MN. Nevertheless, when
moving from one MAG to another, the MN needs first to detach
from the previous one before attaching to the new MAG, which
might lead to packet losses.

4.1.4. FMIPv6
FMIPv6 is an enhancement of PMIPv6 with the objective of

improving the performance of mobile IPv6 handoffs in what
concerns latency and packet losses. For this, mobile nodes are
not directly involved in the handover procedure, which is car-
ried out by the previous network access router (PAR), the new
network access router (NAR) and the HA. FMIPv6 has two ba-
sic modes of operation. In the predictive mode, low layer infor-
mation is used in order to initiate the handoff procedure before
the mobile node attaches itself to the new network. By estab-
lishing a bidirectional tunnel between the PAR and the NAR
prior to the arrival of the node, the handoff time can be substan-
tially reduced. In the reactive mode this tunnel is established
after the node’s attachment to the new network. In any case, to
avoid losses during handoff, buffering is performed by the PAR
and/or NAR, so that packets can be handed in to the MN when
the handoff is complete.

4.1.5. Mobile SCTP
This handoff mechanism is an extension of the SCTP

protocol in order to provide mobility support. One of the
main characteristics of the SCTP protocol is multi-homing,
which allows nodes to be reached through several IP addresses.
One of those addresses is used as the main identifier, while
the remaining addresses are used as a backup, for activation
whenever the main address fails. The handoff process was
thus designed for the case where an MN, supporting several
addresses, is communicating with a static host. During the
handoff process the main address is dynamically changed.
When the MN arrives at a foreign network it first obtains the
new IP address and then, using the mSCTP control message,
adds that address to the host association table, making it the
main address.

Based on the handoff mechanisms presented above, we can
draw some conclusions considering packet losses, packet re-
ordering, blackout period and the addition of extra elements.
Although packet loss also depends on the type of application,
by analyzing the handoff mechanisms we can conclude that
MIPv6 and HMIPv6 can lead to significant packet losses. On
the other hand, in order to avoid packet losses and guaranteea
soft-handoff mSCTP makes use of multiple IP addresses and
FMIPv6 may lead to temporary multiple paths. Both situa-
tions might cause packet reordering. Nevertheless, this does
not occur with MIFA, because in this case the HA continues
to forward data using the old path until receiving a new MN
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registration and defining the new path. The blackout period in
the handoff mechanisms is only avoided by the mSCTP proto-
col, which, as previously mentioned, uses several addresses to
identify the same MN. Another aspect concerning the presented
schemes regards the need for additional devices in the network.
This is the case of HMIPv6, PMIPv6, and FMIPv6.
Table 4 summarizes the comparison of the various Mobile IPv6
solutions presented above.

As already mentioned, the mechanisms presented in this sub-
section were all designed and developed for unconstrained net-
works. In contrast, some alternatives considering IP mobility
in WSNs have appeared in the literature. The next sub-section
surveys the most relevant ones.

4.2. Mobile IP in 6LoWPAN

Most of the mobility solutions presented in the previous
sub-section suffer from the same problem: intense signaling
mechanisms that, if used in WSNs, would require considerable
energy expenditure. Moreover, in order to prolong battery life-
time, there is a large consensus that mobility in WSNs should
be handled on the network side, with as little involvement of
sensor nodes as possible.

In [49] the authors proposed LowMOB, a network-based
solution capable of handling mobility at the 6LoWPAN
adaptation layer. LowMOB assumes a network structure
constituted by Static Nodes (Full Functional Devices, FFDs),
each one equipped with an antenna array used to determine
MNs’ directions. Authors completely defined a handoff
protocol between static nodes and the gateway, and MNs
and static nodes, implemented as a 6LoWPAN extension.
In addition, a distributed LowMOB version was proposed,
introducing the concept of Mobility Support Points (MSPs)
capable of supporting mobility and also optimizing routing
mechanisms. MSPs act like a cluster head of static nodes. The
main drawback of LowMOB is that it relies on angle of arrival
(AoA) and direction prediction in an attempt to predict the next
sensor node that will handle the MN. This method is hard to
implement in real deployments and its efficiency is not proven.

Another well-known proposal is inter-MARIO [50], an
inter-PAN handoff solution based on pre-configuration. In this
proposal, the objective is to send MN’s information to the
whole neighborhood and, at the same time, to send information
about the neighborhood to the MN, every time mobility is
detected. Thus, when the MN arrives at a new PAN the network
has already dealt with its configuration. On the other hand,
by receiving the neighborhood information the MN does not
need to scan all channels to find another network, because
it already knows the frequency of the surrounding networks.
The inter-MARIO solution assumes that mobility estimation
is available, regardless the method and its efficiency. The
authors of inter-MARIO compared it with MIPv6 and with
our µMIPv6 adaptation solution [51] in terms of signaling
cost, concluding its superiority when pre-configuration is
used. An evaluation using typical WSN scenarios and network

topologies is missing.

In [52] the authors proposed another network-based mobility
support scheme for 6LoWPAN. In this proposal, mobility sup-
port is achieved by organizing the WSN into cluster trees, in
which each node maintains a ”mobile-cluster associate-node”
table. This scheme assumes that each cluster head is capable
not only of calculating the distance to other cluster heads but
also of computing the relative position using AoA. Using this
relative position and the information from the mobile-cluster
associate-node table, it is possible to determine the next
associate node. Unfortunately, as we mentioned before, AoA
is not natively supported in most WSNs radio transceivers,
and thus, this solution, would require specific hardware (direc-
tional antennas, antenna arrays, etc.) to make its usage possible.

Following a more realistic approach, authors in [53] pre-
sented a node mobility scheme for IP and non-IP WSNs
using 6LoWPAN. Using a combination of host-based and
network-based mobility, this scheme bases the handoff process
on a protocol between the home edge router, the new edge
router and the MN. Following a simplistic approach, authors
demonstrated a slight superiority of their scheme when com-
pared to MIPv6 and PMIPv6, regarding signaling messages.
A proof-of-concept was also provided, demonstrating its
feasibility. Nevertheless, the carried out evaluation is quite
shallow and does not address reliability or efficiency, and the
proposal never reached a mature state.

In [40] the authors presented an MIPv6-based solution,
introducing the concept of Mobile Responsible Sensor Router
(MRSR). This new concept aims at distributing the role of
the home agent, splitting the responsibilities and guaranteeing
information redundancy.

The Sensor Proxy MIPv6 (SPMIPv6) [54] is a WSN
PMIPv6-based solution that, by using Sensor network based
Localized Mobility Anchors (SLMA), extends PMIPv6 with
the capability of interconnecting distinct WSNs through a
shared backbone structure. In this proposal, SLMAs provide
AAA mechanisms and nodes’ reachability, while Sensor MAG
(SMAG) act as edge-routers, detecting mobility and triggering
the handoff process on SLMAs. When compared to PMIPv6
and MIPv6, SPMIPv6 demonstrated to be slightly superior
regarding signaling and mobility costs. Nevertheless, the
obtained results are not impressive and do not compensate the
cost of adding an entire infrastructure that includes SLMAs,
SMAGs, and the PMIPv6 domain. In addition, centralizing the
entire action in the PMIPv6 domain creates a bottleneck and a
central point of failure.

In an attempt to overcome these problems, in [55] the
authors proposed Cluster Sensor PMIPv6 (CSPMIPv6). This
approach is an enhancement of the SPMIPv6 scheme that
groups SMAGs into clusters, each cluster being controlled
by a cluster Head MAG (HMAG). The HMAG main func-
tion is to reduce the dependency on LMAs by moving to a
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Table 4: Comparison of Mobile IP solutions

Packets reordering Blackout period Additional infrastructure Major feature
MIPv6 No Yes No Mobility control

HMIPv6 No Yes Yes High performance in local handoff
MIFA No Yes No Reliability

PMIPv6 No Yes Yes Reliability, lightweight
FMIPv6 Yes Yes Yes Faster handoffs
mSCTP Yes No No Reliability

distributed solution in which HMAGs are capable of handling
intra-mobility signaling by themselves. Although CSPMIPv6
represents a significant improvement on its former solution,
relying on a typical static tree-based backbone structure makes
this solution hard to deploy in large-scale networks. Moreover,
adopting a similar dependency on LMA for the CN tunneling
establishment leads to the same drawbacks in terms of latency,
failure points and bottlenecks previously observed in SPMIPv6.

Table 5 presents a summary comparison of the various
6LoWPAN mobility approaches mentioned in this sub-section,
using the classification proposed in sub-sections 2.3 and 2.4.
The Statecolumn indicates whether the approach was studied
and/or evaluated by simulation, by analytical modeling, or by
implementation.

5. A proposal for assisted mobility

As we could learn so far, mobility support in WSNs is not
an easy matter, irrespectively of the level at which it works,
involving and affecting all network components. None of the
analyzed proposals demonstrated an efficient mobility support
associated with a reliable service. Supporting mobility atthe
MAC layer has demonstrated to be inefficient and extremely
complex due to the implications on duty cycle schemes. On the
other hand, supporting mobility at the network layer simplifies
the MAC layer, is energetically more efficient, and has the
added value of being capable of controlling the entire handoff

process along the MNs path. Unfortunately, most existing
network layer mobility solutions require the nodes to handle
their own mobility procedures, consuming precious energy
and processing resources. Moreover, as we have concluded
in [5], supporting MIPv6 and derived solutions in WSNs leads
to considerable problems due to the fact that MIPv6 was not
engineered for constrained networks.

The referred problems and limitations were the main driver
for the development of the WSN assisted mobility proposal
being presented in the current section, which evolved from
the Network of Proxies concept proposed in [4] [5]. Being a
network layer and network-based WSN mobility solution (see
sections 2.3 and 2.4), it not only avoids complex duty cy-
cle schemes but also relieves MNs from mobility management
tasks and procedures.

5.1. Motivation

Deploying WSNs in real environments poses several chal-
lenges, especially when critical scenarios are targeted, for
which performance control, reliability, robustness and effi-
ciency are a must. In this context, complex duty cycle schemes
to save energy, cognitive radios, advanced topology control
modules, high-efficiency routing protocols, security mecha-
nisms, and mobility support, are, among many others, exam-
ples of modules that have been designed for inclusion in sensor
nodes and networks, often overlooking the fact that these are
resource constrained systems.
However, real deployments, such as the one in Petrogal’s oilre-
finery, in the scope of the GINSENG project [1], have shown
us that, in general, sensor nodes are not capable of supporting
all of those features together due to hardware constraints and
energy restrictions.
In the case of the WSN deployed in Petrogal’s refinery, the so-
lution was to simplify the motes by removing features that were
not crucial to the application at hand, focusing the sensor nodes’
operation in what they were originally designed for: sensing
and reporting.
Nevertheless, although we have concluded that adding complex
features, such as features based on heavy communication pro-
tocols, requiring considerable amounts of memory (ROM and
RAM) and CPU, should be avoided, efficient mobility support
was a key requirement of the scenario despite the fact that such
feature is tremendously demanding, as we demonstrated in [5].
As such, a feasible mobility management solution had to be de-
veloped.
In this context, we proposed a new concept called Network
of Proxies, or simply NoP, a flexible and transparent overlay
whose main objective is to seamlessly free WSN motes from
complex, resource-demanding tasks, without interfering with
the normal WSN behavior.
Naturally, the use of an NoP implies additional costs. Neverthe-
less, although NoPs were mainly designed for critical scenarios,
the concept can be used in any WSN for which the extra invest-
ment is justified by the benefits, of which seamless mobility,
quality of service, robustness and efficiency are examples.

5.2. Proposal Overview

The Network of Proxies (NoP) is a wireless mesh net-
work overlay constituted by resource-unconstrained nodes(i.e.,
nodes not having the stringent limitations of normal sensor
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Table 5: Comparison of 6LoWPAN (IP-based) mobility approaches

Latency Signaling Cost Mobility handler State
LowMOB [49] Medium-Low Medium-High Network-based Simulated
Inter-Mario [50] Medium-Low Medium Hybrid Simulated
Wang et al. [52] Low Medium-Low Network-based Simulated

Sinniha et al. [53] Medium N/A Hybrid Proof of Concept
Camilo et al. [40] N/A Medium-Low Host-based Simulated

SPMIPv6 [54] N/A Medium-Low Network-based Analytical model
CSPMIPv6 [55] N/A Medium- Low Network-based Analytical model

nodes), capable of handling energy/processing/time-consuming
operations on behalf of sensor nodes. NoP was proposed in the
scope of the GINSENG project [1] and was designed to assist
constrained networks in critical scenarios, such as healthcare
systems, oil refineries or power plants, in which reliability and
performance are essential.
In its early phases, the concept relied on the existence of a
shared backbone [4]. Then, the idea evolved and in [5], along
with an evaluation of MIPv6 in WSNs, we presented the first
version of the Network of Proxies and assessed its positive im-
pact on the WSN side. Later, the concept was optimized, and an
implementation was developed, leading to the results and eval-
uation presented in this paper.
In Figure 1 we can see a scenario in which an NoP is superim-
posed on a dense WSN. The figure separately depicts the WSN
and the NoP in the upper part, and the two networks after su-
perimposition, in the bottom part.
Several configurations are possible. A single NoP can be in-
stalled to cover the entire WSN, several WSNs or just a specific
section of one or more WSNs, depending on the requirements.
As previously mentioned, NoPs are transparent overlays, which
means that these networks do not take part in or interact with
the WSNs at the application level, and that the WSN’s opera-
tion is unaffected by them.
Nodes supervised by NoPs are named Assisted Motes (AMs),
while WSNs supervised by NoPs are named Assisted WSNs or
just AWSNs. NoPs can be installed in both, new and/or existing
WSNs.
Typically, an NoP is deployed following the Manhattan style,
assuring that adjacent covered areas overlap. This leads todif-
ferent AWSN areas being covered by different proxies and also
in a different way. For instance, considering Figure 1 we can
observe that there are motes covered by one proxy only, which
means that they are located at the edge of the NoP, while there
are other motes covered by as much as four proxies, which
means that they are located somewhere in the middle of the
NoP. This may be explored by the NoP in order to determine
the areas in which the motes are, which can, in turn, be used for
mobility support as explained in the next sub-section.
It should be emphasized that the NoP is an overlay structure that
does not interfere with the WSN itself. As already mentioned,
it can be used for assisting motes while they move through a
WSN, but this does not mean that the WSN topology and/or
multi-hop structure is affected. This is illustrated in Figure 2,

where we can see a proxy assisting a mobile node in choos-
ing its parent node while it roams through the WSN. Applying
NoPs on WSNs brings new possibilities and perspectives, such
as, new mobility estimation paradigms.

The following sub-section further discusses this example,as
it is dedicated to explaining the use of NoP for mobility support.

When used for mobility support, each NoP proxy is respon-
sible for monitoring the WSN area within its range and take
note of the various motes’ received signal strength indicators
(RSSI). Depending on their location, motes are heard with dif-
ferent signal strengths by each proxy. By sharing the gathered
information on each mote’s RSSI among the proxies, the NoP
is able to build what we call a ”signature” for each mote. By
analyzing the ”signature” of mobile nodes, it is then possible to
dynamically decide which is the best parent node for each mo-
bile node, manage the handoff processes, and instruct mobile
nodes to change their configuration accordingly.
Table 6 depicts an example of the signatures of various motes
in an AWSN.

Table 6: Example of data stored and shared by each proxy in an NoP

HA HA P8 P4 P5
Mote Parent proxy ID RSSI (dBm) RSSI (dBm) RSSI (dBm) RSSI (dBm)

1 7 -50
2 3 3 -55 -70
3 4 3 -60 -60
4 10 5 -65 -70 -68 -70
5 4 1 -70 -65
1 7 -52
7 14 5 -46 -70 -80 -65
... ... ... ... ... ... ...

As we can observe in the table, for each node in range, each
proxy maintains information on the parent ID (the parent node
of the mote in the WSN), the Home Agent proxy ID (the proxy
responsible for the mote), the RSSI between the HA proxy and
the mote (HA RSSI), and, in the case the mote is under more
than one proxy, it also keeps the RSSI between each of the
other proxies (Foreign Agent proxy, FA proxy) and the mote.
This information is shared in an ad hoc fashion among proxies
using the NoP overlay. While RSSI and parent information
are obtained by sniffing the motes’ communications, the other
items are obtained by sharing information among the NoP
proxies.
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Figure 2: A proxy assisting a mobile node in choosing its parent node. This
scenario was taken from GINSENG project.

As an example, considering node 3, we know from the table
that in the last communication this mote was heard by the HA
proxy with an RSSI of -60dBm, and also with an RSSI of
-60dBm by FA proxy P8, which allows to draw the conclusion
that this mote is somewhere between the HA proxy and FA
proxy P8. Considering motes 4 and 7, we can observe that both
are covered by the same proxies and also that both have similar
RSSI values, which allows to conclude that both motes are in
the same region.
Based on the signature information, proxies can easily detect
when a node is moving, and manage the WSN connections
along the path, either in intra-mobility or in inter-mobility
scenarios. Moreover, the proxies can choose the best parent
node of each mote and execute all handoff procedures on
behalf of the motes. The process is totally transparent to the
motes, which, on completion of the handoff, simply receive
a command to update their configuration (parent, address,
channel, etc.), interpreting these actions as simple topology
updates performed by request of topology control modules.
An RSSI threshold is also used to define the optimal range
of each proxy. Motes out of this optimal range will not be
assisted.
As a final remark, although we are aware that RSSI might
be unstable and that radio ranges are not symmetric, our
experience shows that the described RSSI monitoring and
decision method is effective, and that in the vast majority of
cases the assisted motes are connected to the best parent. RSSI
is not only considered a reliable metric in WSNs [56], but
also a recent study concluded that we can use LQI to assess
RSSI [57], making this solution yet more robust. Furthermore,
NoPs allow evolving traditional mobility estimation methods
to methods where the average RSSI can be analyzed, filtered
and compared, such as the method presented in this section.

5.3. Implementation and Operation

In their simplest form, proxies can be implemented by com-
mon, embedded boards running Linux, WinCE or Android, or
entry-level laptops running a standard Linux distributionsuch
as Ubuntu. ARM [58] provides a wide range of embedded so-
lutions capable of fitting different needs, including the ones of
NoP implementation.
This section presents several aspects of the NoP implementation
directed to mobility support. These include the proxy software
architecture, the mobility estimation method and the handoff

protocol.
Based on the described implementation, several sets of exper-
iments were carried out to evaluate the behavior and perfor-
mance of the NoP solution in different scenarios. The results of
these experiments will be presented in section 5.4.

5.3.1. Proxy Architecture
An NoP is set up when two or more proxies establish a

wireless mesh network among themselves, using their IEEE
802.11 interfaces for this purpose. Since proxies have all the
necessary features, they can also act as sink nodes, which
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Figure 3: Proxy software architecture.

means that an NoP may contain both Proxies and Proxy-Sinks.
Proxies can also act as Edge-Proxies when deployed between
different WSNs.
To be part of an NoP, each proxy must be, on one hand, capable
of communicating with other proxies via IEEE 802.11 and, on
the other hand, capable of monitoring one or more WSNs (in
the case of Edge-Proxies), via IEEE802.15.4. This characteris-
tic poses several challenges to the design and implementation
of these devices, forcing the use of, at least, two different radios
and a mechanism for interconnecting them (note: this is also
the approach taken in [59], for instance).
Nevertheless, more than being a simple sniffer, a proxy needs
intelligence, as it must be able to decide what actions should
be taken based on real-time information. For instance, in the
case of mobility, proxies must be capable of not only deciding
when a specific mobile node (MN) should handoff but also of
performing all the handoff procedures on behalf of that MN.
Hence, to support this, the proxy’s architecture (Figure 3)
includes not only the mentioned radio interfaces but also a
central unit (middleware), connected to a local data backend,
and accessible through a configuration frontend.

Proxies constantly monitor the networks to which they are
attached — the NoP mesh network(s) and the WSN network.
After real-time processing of all packets by the middleware
module, the data obtained from these networks is recorded in
the local database, as presented in Table 6. The middleware
module uses the proxy’s communication interfaces to trigger
or perform the necessary actions. The frontend module is the
interface for configuration and management of the proxy soft-
ware. This module is outside the scope of the current paper and
will not be further described. The NoP architecture requires ap-
proximately 180MB of ROM and 60MB of RAM, when in full
operation.
In summary, the NoP concept led to several requirements that
were accommodated in the proxies’ architecture, allowing them
to:

• establish IEEE 802.11 ad-hoc connections with other
proxies;

• detect and communicate with at least one IEEE 802.15.4

HA Proxy FA Proxy 1 …FA Proxy N MN Proxy-Sink

GET #ADDR #RSSI

MOTE #ADDR #RSSI

Choosing the best Proxy

SET #ADDR

ACK #COA

Agreeing on the best next parent 

RA #COA

Update MN config

Updating topology 

control and routing 

tables

Figure 4: Mobility estimation and handoff protocol performed via proxies.

network;

• store, manage and share data regarding all the proxy neigh-
bors and all the sensor nodes in range;

• process data, and communicate between both sides (WSNs
and NoP) in real time;

• dynamically perform handoffs based on real time informa-
tion.

5.3.2. NoP handoff protocol
In the current implementation, the main goal of the proxy

software is to monitor in real time the RSSI evolution of each
mote included in the database and marked as home node, in
order to perform the mobility protocol on behalf of the sensor
nodes. It is the responsibility of this application to timely detect
that a specific mote is significantly changing its signal strength,
and to perform the necessary mobility estimation and handoff

procedure using the IEEE802.11 ADHOC mesh network.
In our proposal, mobility estimation is done by the comparison
of the motes’ signatures, in which similar signatures will mean
that the respective motes can connect to the same parent or that
the MN can connect to the mote with the closest signature. To
minimize wrong decisions, in our experiments mobility estima-
tion is done based on the average of the last ten RSSI measure-
ments of a specific node.
When the middleware module detects that the average RSSI
is changing significantly (varying+/-10dBm), it executes the
handoff procedure, using the protocol presented in Figure 4.
This value can be adapted depending on the requirements of
the scenario.

The protocol presented in Figure 4 uses UDP. In addition,
to improve the performance we used two dedicated UDP ports
(one for receiving and another for sending) per mote listed in
the database.
The protocol is started by the home agent proxy (HA proxy)
sending a GET multicast request message to all proxy neigh-
bors. Although Table 6 contains the shared information, this
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request will guarantee the most updated values from each proxy
at the time of the latest MN’s movement.
When a foreign agent proxy (FA proxy) receives a GET mes-
sage, it checks if the specified mote exists in its database. If the
mote exists, the proxy will then compute the average of the pre-
vious ten RSSI values for that particular mote and compare it
with the RSSI value in the received GET message. If the com-
puted result is higher, then it will reply with a MOTE #ADDR
#RSSI message, which contains the calculated RSSI average
value. This method is fundamental to decide which proxy is in
better position to deal with the handoff.
On the other hand, the HA proxy stores all received RSSI values
(contained in the MOTE messages sent by the various foreign
agent proxies). After a time period proportional the numberof
neighbors, the home agent proxy will send a SET message to
the proxy that reported the best RSSI value, which might be it-
self. That proxy will choose the next best parent to attach the
MN to, based on the signatures’ comparison, responding then
with an ACK message providing the care-of address (CoA) that
the mote should use from now on and the new parent id. When
receiving the ACK, the home agent proxy extracts the CoA,
assembles a Router Advertisement (RA) message and sends it
to the mote via the IEEE802.15.4 interface. In turn, when the
node receives the RA message, it loads the new configuration,
thus completing the handoff procedure. In the case where the
best proxy is located in a different WSN, the RA message also
contains the channel to which the mote should move. When the
best proxy to deal with the handoff is the HA Proxy, the SET
#RSSI and ACK #COA messages are not used.
After concluding the handoff, the HA proxy updates its local
Sink-Proxy (the WSN Sink-Node), which in turn updates its
internal tables or forwards that same information in case of
inter-mobility. Topology control modules and routing proto-
cols should then be responsible for maintaining the consistency
of the entire network.
Hence, the middleware module can operate in two distinct
modes: as a HA proxy, when it starts the handoff procedure;
or as a FA proxy, when it is acting in response to a HA proxy
request. Figure 5 and Figure 6 present the state diagram for
each proxy mode. As we can observe, in addition to the de-
scription given above, there exist several timeout mechanisms
to avoid deadlock situations. given above, there exist several
timeout mechanisms to avoid deadlock situations.

5.4. Evaluation
The implementation described in the previous sub-section

was used to evaluate the Network of Proxies proposal, using
various operating scenarios. Several experiments were done,
not only to assess the intrinsic performance, regarding feasibil-
ity and load capacity, of the NoP concept, but also to compare
this performance with non-NoP, node-based mobility solutions
using MIPv6, whose feasibility in WSN we previously evalu-
ated in [5].
Five scenarios were defined, differing in the number of proxies,
number of MNs and movement pattern. These are presented in
the next sub-section, whereas sub-sections 5.4.2 to 5.4.4 present
and discuss the results.
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Figure 5: HA Proxy state diagram.
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Figure 6: FA Proxy state diagram.

5.4.1. Scenarios

The scenarios used for evaluation of the NoP proposal are
presented from Figure 8 to Figure 12. These scenarios were
based on the GINSENG project. For illustration purposes, two
photos of the deployment environment are presented in Fig-
ure 7.

While moving in the oil refinery, the employees can move
alone, in small groups or in large groups. In general, their
movements are limited to specific paths, which, on the one
hand, increases the probability of large groups of employees
moving together but, on the other hand, excludes random mo-
bility. This case study thus poses several challenges to theex-
isting infrastructures, requiring efficient mobility support be-
tween different WSNs. NoP was designed targeting this type
of cases, and the scenarios used in this evaluation represent the
most common situations in GINSENG.

Scenario 1, presented in Figure 8, represents one or a group

Figure 7: Photos of the GINSENG deployment.
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Figure 8: Scenario 1: 1 HA proxy, 1 FA proxy and N motes moving from one
to the other.
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Figure 9: Scenario 2: 1 HA proxy, 2 FA proxies and N/2 motes moving to one
FA proxy while the other N/2 are moving to the other FA proxy. Each sub-group
of MNs is only accessible from the closest FA proxy.

of mobile nodes (MNs) moving from one location under the
control of their HA proxy to another location near one FA
proxy. The objective of this scenario is to evaluate the basic
configuration, when one HA proxy deals with just one neigh-
bor, performing the handoff of one or more MNs.

Scenario 2 (Figure 9) introduces two novel aspects when
compared to scenario 1. In this scenario we have one additional
FA proxy and the MNs are split into two separate sub-groups.
This means that a FA proxy is not able to detect packets from
MNs under the responsibility of the other FA proxy and, thus,
the HA proxy will only receive one answer per MN, avoiding
the need to choose the answer with the best RSSI.

Unlike scenario 2, in scenario 3 (Figure 10) each FA proxy
can listen to all the MNs, although with different RSSIs. Conse-

HA PROXY

FA PROXY

MN
MN

MN

MN

MN

MN

FA PROXY

MN

MN

Figure 10: Scenario 3: 1 HA proxy, 2 FA proxies and N/2 motes moving to one
FA proxy while the other N/2 are moving to the other FA proxy, although both
sub-groups are accessible from both FA proxies.
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Figure 11: Scenario 4: 1 HA proxy, 2 FA proxies and N motes moving to an
area accessible from both FA proxies, with different RSSI values.
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Figure 12: Scenario 5: 1 HA proxy, 3 FA proxies and N motes moving to an
area accessible to all FA proxies, but with different RSSI values.

quently, when asking for information on MNs (GET message),
the HA proxy will receive two answers (MOTE messages) for
each request, one from each FA proxy. Therefore, it will have
to choose the one with the best RSSI. In the case of using just
one MN it will move toward one of the FA proxies.

Scenario 4 (Figure 11) is similar to scenario 3, with a sim-
ple difference: while in scenario 3 the MNs move in separate
groups, leading to different RSSIs for each FA proxy, in this
scenario they move all to the same region, maintaining the same
RSSI to each FA proxy. While in scenario 3 the HA proxy needs
to randomly deal with one of the two FA proxies, depending on
the one reporting the best answers, in this scenario it will ana-
lyze the two messages anyway, but reporting always to the same
FA proxy.

Finally, scenario 5 (Figure 12) introduces one more FA
proxy However, the setup is similar to scenario 4. The MNs are
moving together and all to the same area. The HA proxy will
have to choose between 3 answers per mote, all of them with
different RSSI values, although equal for all MNs.

These scenarios target the evaluation of the NoP load
capacity and the time taken to perform the handoff since the
middleware module determines the need to initiate the handoff

until the MN receives the RA message carrying the new CoA.
For each scenario, we varied the number of MNs from 1 to 90,
with intervals of 10, i.e., 1, 10, 20, 30, 40, 50, 60,70, 80 and90
MNs. Because of logistic reasons we could not handle several
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Figure 13: Total time to handoff.

MNs moving simultaneously and therefore, we were forced to
emulate the handoff requests. All the MNs were automatically
inserted in the database and all of them required to handoff at
the same time, emulating the mobility estimation process, as
well.
For each case we performed the handoff 100 times and all the
results presented in the next sub-section are the average of
those 100 runs.
The proxies were laptops with different hardware capabilities,
but all of them running Ubuntu 11.04. The used MNs were
all TelosB (MSP430 and CC2420) [60]. Because of logistic
limitations, all evaluations with more than 10 MNs were done
by emulation, in which the MNs were emulated in software
while the proxies were maintained in hardware. This emulation
comprised the record of simulated RSSI values in each proxy
and the trigger of the handoff process for each MN, originating
the handshake protocol of Figure 4 among all real proxies.

In addition to the time taken by the NoP infrastructure to per-
form handoffs, we also present the total handoff time, i.e., the
time up to and including the MN’s processing of the RA mes-
sage and loading of the new configuration.
Last but not least, we compare the NoP solution with the con-
ventional solution (i.e., MIPv6-enabled WSN nodes), usingval-
ues determined in [5].

5.4.2. Handoff time and success rate
For each experiment, we measured the total time that the set

of MNs took to handoff, the number of handoffs successfully
completed, the number of unsuccessful handoffs, the success
ratio, and the average time per handoff.
Figure 13 presents the total time taken by the proxies to
complete the simultaneous handoff of all MNs, while Figure 14
presents the average time per MN to handoff in the different
situations.

Analyzing Figure 13 we can first conclude that, as expected,
increasing the number of MNs simultaneously requiring
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Figure 14: Average time per mote to handoff .

handoff increases the total time needed to complete the task,
independently of the scenario. However, looking in detail
we can observe that scenario 1, the simplest one, requires
more time than the other scenarios to complete the handoffs
when the number of MNs is higher than 40. As mentioned
before, more neighbors in the NoP means that the HA proxy
will increase the waiting time when requesting information.
However, this increase, fundamental to guarantee the reception
of all responses, is not meaningful when the number of MNs
to handoff is high. Furthermore, through these results we can
observe that increasing the number of proxies will help when
the number of MNs to handoff is relatively high. We can also
observe the trend that, in general, increasing the number of
proxies (in the experiments, from two to three or four) leadsto
a decrease in the total time to handoff all MNs.

Despite the number of proxies, the way the MNs moved also
created some differences. We can observe the results of sce-
narios 4 and 5, where the MNs moved to the same area, and
compare them with scenarios 2 and 3, where the MNs are split
into two sub-groups, and conclude that when the MNs move al-
together the total time to handoff is more predictable, and there-
fore controlled, than when they move in groups. The increase
in scenario 5 is almost linear, and scenario 4 follows the same
trend, with some small variations, as opposed to the remaining
scenarios, for which the linear increase is not apparent.
A similar trend can, naturally, be observed if we look at the
average time to handoff per MN, as depicted in Figure 14.

Looking at Figure 14, it is important to note that not even in
the worst and extreme case of the simultaneous handoff of 90
emulated MNs did we have handoff times of 1 second or higher.
Moreover, if we consider scenario 5, in which the number of
proxies is higher, we can see that the average time per handoff

when simultaneously performing the handoff of 90 MNs was
below 600ms, which is a very good result when compared with
the NoP solution with the conventional node-based approach,
as we will see later in this paper.
Because the total time to handoff all MNs by all proxies and the
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Figure 15: Total number of completed handoffs.

average time per handoff and per MN are not enough to com-
pletely depict the success of the operation, we also measured
the number of successful handoffs, losses and the respective ra-
tio per experiment.
Handoff failures can occur due to a variety of reasons, such as
system overload or radio interferences. When loading a system
up to a point close to one hundred MNs, even when assigning
individual sockets to the communication between each MN and
the proxies, some losses can occur.
Figure 15 presents the number of successful handoffs, which
means the number of processes completed, for all MNs, since
the proxy initiates the handoff until the MNs receive an RA
message with the new configuration. On the other hand, Fig-
ure 16 presents the number of lost handoffs, and Figure 17 com-
bines the results in Figure 15 and Figure 16, showing the suc-
cess ratio for each experiment.

Looking at Figure 15, we can observe that, in general, un-
til 40 MNs, all handoff requests were successfully completed.
Under this mark there is only a slight difference in the 30 MNs
case for scenario 3. From this point on, we can observe a small
relative decrease in the number of completed handoffs, starting
with the 50 MNs case until the 90 MNs case. Starting with
the 80 MNs case, the relative decrease becomes distinctly no-
ticeable. If, on one hand, we conclude from the handoff time
analysis that increasing the number of proxies (e.g., as in sce-
nario 5) will increase the performance, on the other hand we can
now observe that scenario 5 completed relatively less handoffs
after the 70 MNs point, when compared to the other scenarios.
However, under the 70 MNs point this scenario outperformed
all others.

Analyzing Figure 16 we can confirm the conclusions pre-
sented above. The loss increase when increasing the number
of simultaneous MNs handoffs is justified by the increase in the
number of exchanged messages. This is corroborated by the
peak in scenario 5, that can be justified by the increase in the
number of responses (MOTE messages) caused by the increase
in the number of proxies. Although more proxies can improve
the handoff time, as demonstrated in Figure 14, this will also
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Figure 17: Handoff success ratio per scenario and per number of MNs.

increase the probability of congestion and consequent losses.
Looking at these results across all scenarios, we can see that
the increase in unsuccessful handoffs is not linear, in general.
Under the 60 MNs point the average losses will not be higher
than 4 handoffs and above the 60 MNs point we can observe a
general upward trend, although the number of lost handoffs is
always below 20.

The high handoff success ratio can be better observed in Fig-
ure 17, where it is apparent that until the 70 MNs point there
is a success rate higher than 90% in the first handoff, with the
exception of the 30 MNs case in scenario 3. It is important to
mention that, in the case of handoff failure, the NoP middle-
ware module will repeat the handoff attempt after 3 seconds.
Figure 18 provides a complementary perspective of the results,
presenting the relation between the average time to handoff and
the handoff success rate, considering the average of the five sce-
narios. These are the two metrics that better depict the overall
performance of the NoP proposal, as they convey latency and
reliability information.

Looking at Figure 18, it is clear that, although there is no di-
rect relation between the average time to handoff and the hand-
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Figure 19: One-way ANOVA for Average Time and Success Rate per number
of MNs.

off success rate, increasing the number of MNs that simultane-
ously require handoff affects both metrics as expected.

5.4.3. Analysis of Variance

In order to further assess the obtained results, we used the
one-way analysis of variance (one-way ANOVA) technique, ap-
plying it to all scenarios, to check whether or not the impactof
the varying number of MNs on the success rate and on the aver-
age handoff time was significant. Figure 19 presents the results.

Considering a significance level of 0.05, in Figure 19 we can
see that both average time and success rate are affected by the
number of MNs, their mean values being significantly differ-
ent. The difference between the average times is indeed very
high, with ap-valueof 3.255× 10−13, while for the success rate
that difference is not so visible, with ap-valueof 0.001107. In
order to see where the difference lies, we ran the Tukey’s Hon-
estly Significant Difference (Tukey HSD) test for both cases.
Analyzing Figure 20 we can conclude that, in general, con-
sidering a significance level of 0.05, the average handoff time
is significantly affected after the 50 MNs point. This means
that increasing the number of MNs simultaneously performing
handoff over 50 will significantly affect the average time of each
operation.
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Figure 20: Tukey HSD results for the average time.
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Figure 21: Tukey HSD for the success rate.

Regarding the success rate, we can see in Figure 21 that only
the case of 90 MNs significantly affects the average.
Hence, to conclude this analysis about the significance of the
impact of the number of MNs to handoff at the same time, we
can conclude that using the proposed NoP architecture, we can
perform up to 50 simultaneous handoffs without significantly
affecting the average time per handoff, and up to 90 simulta-
neous handoffs without significantly affecting the success rate,
considering a level of significance of 0.05.
In order to also analyze the impact of the different scenarios on
the obtained results, we also used the one-way ANOVA test. In
the previous sub-section we did a visual analysis of the results
and we could observe some differences between the scenarios.
However, we did not know yet whether such differences were
significant or not.

As we can observe in Figure 22, the obtainedp-valueof
0.6996 for the average handoff time and 0.7284 for the hand-
off success rate demonstrate that the different scenarios did not
create a significant difference in the final results. Although we
could visually observe some differences, as mentioned before,
they do not significantly affect the overall performance. Hence,
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Figure 22: One-way ANOVA to analyze the scenarios’ impact onthe average
time and success rate.
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Figure 23: Average time needed to complete the handoff until the MN loads the
new configuration.

we can conclude that the performance of the proposed NoP so-
lution is quite stable, independently of the used scenario.Nev-
ertheless, we aim to extend this study in future work in orderto
increase the proxies’ density and study its impact.

5.4.4. NoP versus node-based handoff
It is important to analyze how good the proposed NoP archi-

tecture is when compared with the conventional solutions. In
conventional WSN solutions there are no proxies and the MNs
must execute the handoff process by themselves. To do so, we
compared the results presented above with the results obtained
in a previous study [5], which analyzed the impact of using
standard MIPv6 over WSNs.
In [5] we determined that each MN took an average of 116.8ms
to receive the RA message and load the new configuration.
Therefore, if we sum this value to the average handoff process-
ing time by the NoP infrastructure, we achieve the total timeto
handoff (i.e., the time taken by the NoP since it detects the need
to handoff until it sends the RA message to the mobile node,
plus the time spent by the mobile node to receive this message
and load the newly assigned configuration). Figure 23 presents
these values, for a varying number of MNs simultaneously per-
forming handoff.

In [5] we also determined the average time taken by a single
node running MIPv6 to perform one handoff: 771.90ms. Fig-
ure 24 depicts this result along with the best and worst NoP
cases.

As we can observe, even considering the worst NoP case (i.e.,
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90 MNs performing handoff at the same time), we can achieve
better results than MIPv6 doing just one handoff.
Regarding energy consumption on the WSN side, since in the
presence of the NoP the MN only receives the RA message and
loads the new configuration, the energy it spends is consider-
able less than the energy it would spend if the node was running
MIPv6. To conclude, Figure 25 presents this comparison.

6. Related Projects

This section presents projects that deal with or are relatedto
WSN mobility.

AWARE [61] was a European project whose main objective
was to develop middleware for the support of communications
between aero vehicles, such as helicopters, and ground sensor
networks. Those networks comprise mobile nodes, carried
by ground vehicles or people, which means that both sink
nodes and sensor nodes can be mobile. Moreover, nodes are
heterogeneous and, thus, the middleware must support several
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different devices and operate as an abstraction layer to the
application layer.
Regarding mobility, this project does not approach handoff

techniques. Instead, the project considers that mobile nodes
must connect to new points of attachment as fast as possible,
and then the middleware layer deals with connectivity issues.
An adaptable routing protocol was developed to assure nodes
reachability [62].

CitySense [63] was a project from Harvard University and
BBN Technologies, sponsored by Microsoft and the American
National Science Foundation, whose main objective was to
deploy about 100 sensor nodes dispersed through the city of
Cambridge, MA. Static and vehicular sensor nodes collected
data about weather and pollution conditions. This project
aimed also at providing an open urban large-scale platform
for researchers worldwide, allowing them to test their own
applications. CitySense is an example of a project where mo-
bility could improve coverage and therefore efficiency, through
the deployment of mobile nodes in vehicles with pre-defined
and controlled routes, such as city buses. CitySense did not
handle mobility itself but aimed at interfacing with mobileand
low power sensors, obtaining data from heterogeneous mobile
devices, such as cellular phones or vehicular sensors.

WISEBED Wireless Sensor Network Testbeds [64] was an
FP7 European project whose main objective was to provide a
large-scale, well-organize structure considering heterogeneous
nodes. This project aimed at dealing with hardware, software,
algorithms and data, and also at making the resulting, final
structure available to other research groups. WISEBED
considered dynamic and heterogeneous nodes, and therefore
the project outcome can be a useful platform for mobility
evaluation.

CHOSeN was also a European project [65], launched to
develop specific applications for real, large-scale wireless
sensor networks in critical scenarios such as automotive and
aeronautic. The CHOSeN consortium was composed of
partners with wide experience, from chips design to application
software development, including also MAC, network and
transport layers protocol design.
CHOSeN aimed at smart wireless sensor networks composed
by heterogeneous nodes. The resulting smart network should
be interoperable with other types of networks, such as vehicular
networks. Therefore, mobility was an important requirement,
considering the project objectives. Nevertheless, no significant
developments have come out of the project in this area.

e-Sense [66] was a project that aimed at the exploration of
Ambient Intelligence through wireless sensor networks. The
idea was to create a context-capturing framework that accepted
and integrated different inputs, focusing on energy efficient
operation of the network. The considered scenarios were
equipped with multiple sensors and used heterogeneous, partly
mobile nodes in highly variable numbers. Besides, the e-Sense
consortium also developed some related work, mainly regard-

ing sink mobility [67]. The e-Sense framework also specified
middleware components and the integration with beyond
3G mobile communication systems. e-Sense used a pre-
planned deployment approach and even had a tool for simple
network planning. e-Sense used a TDMA-based network setup.

RUBICON [68], an FP7 European project started in April
2011, aimed at developing a self-learning robotic network,
constituted by sensors, effectors, and robots. The objective
was to develop robots capable of adapting to the environment,
learning through the different interactions. This self-learning
robotic ecology could be used in several target application
areas, such as assisted living and security, among others.
By using their mobility and sensing capability, robots could
intelligently adapt to each situation.

Aiming at delivering a global wireless sensor and actuator
network (WSAN) framework capable of providing services
and applications through universal interfaces, SENSEI an FP7
European project [69] started in January 2008. This project
focused on a highly scalable architectural framework, an open
service interface and corresponding semantic specification,
an efficient WSAN island solution, and a Pan European test
platform for long term evaluation of WSANs in the Future
Internet. Although SENSEI’s main objectives did not target
mobility directly, some related work was carried out in the
scope of this project, targeting mobility of multiple sink
nodes [70], routing of mobile elements [71], and study of the
impact of mobility on SENSEI traffic [72].

HOBNET [73], another FP7 European project, targeted
the development of solutions for Future Internet applications
focused on energy efficiency and smart buildings. The project
resorted to large scale, heterogeneous wireless sensor networks
for monitoring and controlling entire buildings, with the aim of
maximizing their energy efficiency. HOBNET used an all-IPv6
approach, through 6LoWPAN. The project had a specific work
package on network protocols and architectures, including
heterogeneous and mobile devices. This project resulted in
several scientific contributions regarding mobile sinks, mobile
data propagation, and indoor tracking based on mobile nodes.

As it can be seen from the above, some projects and
initiatives consider mobility scenarios. Nevertheless, the ones
that took mobility research further typically consider sink
mobility, not node mobility. This points to the facts that, on
one hand, the research community considers that mobility
support at sensor node level is too complex and too demanding
for constrained sensor nodes and, on the other hand, there are
no widely accepted WSN mobility solutions.

7. Conclusion

Despite all the technological development witnessed in the
last few years, hardware restrictions of wireless sensor nodes
keep being incompatible with the large amount of features that
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many researchers insist on including in WSNs, such as ad-
vanced routing algorithms, security mechanisms, data fusion
methods, and mobility, among many other. The research com-
munity is starting to recognize this and is looking at comple-
mentary solutions that can relieve sensor nodes from tasks they
were not designed for.
In this paper we surveyed mobility in WSNs from different per-
spectives. After a general characterization of mobility inwire-
less sensor networks, we presented and discussed WSN mo-
bility solutions implemented at the MAC layer. Subsequently,
network layer WSN mobility was addressed, considering solu-
tions that were not specifically developed for low power and
lossy networks, and solutions that were. Despite the existence
of many proposals, the conclusion is that they can hardly be
used in real deployments due to a variety of factors.
This conclusion was the main motivation for the proposal of the
Network of Proxies (NoP) concept and solution, which relieves
sensor nodes from performing complex mobility tasks by mov-
ing them to the network side. NoP is an overlay structure that
relies on a self-configured wireless mesh network of proxies
capable of handling processor, memory, and energy-intensive
operations on behalf of the sensor nodes.
Using mobility as case study, and through implementation, we
demonstrated that NoP is capable not only of triggering and per-
forming the handoff of sensor nodes faster than conventional
solutions (i.e., solutions in which the same operations arethe
responsibility of sensor nodes), but also that it is capableof
handling several mobile sensor node handoffs at the same time,
under different scenarios. Specifically, the experiments led to
the conclusion that the implemented NoP, based on standard,
off-the-shelf hardware, allowed the handling of up to 50 simul-
taneous handoffs without significantly affecting the average per-
mote handoff time, and up to 90 simultaneous handoffs without
significantly increasing the probability of failing the handoff.
Moreover, when compared to node-based MIPv6 conventional
handoff, the NoP solution is greatly beneficial in terms of hand-
off time and node energy consumption, which demonstrates that
the use of an additional structure is largely compensated bythe
improvement in overall WSN performance. NoP is, thus, fun-
damental in critical scenarios, such as GINSENG, where relia-
bility and performance control are key requirements.
As future work we plan to explore the NoP solution in scenarios
with more sensor nodes and proxies per area, and with several
WSNs, in order to further characterize the benefits of the pro-
posed approach and explore its potential.
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