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Abstract

Targeting an increasing number of potential applicatiomdims, wireless sensor networks (WSN) have been the sudijetense
research, in an attempt to optimize their performance wilaranteeing reliability in highly demanding scenariosowever,
hardware constraints have limited their application, a& deployments have demonstrated that WSNs hdiieudfies in coping
with complex communication tasks — such as mobility — in &iddito application-related tasks. Mobility support in WSN
is crucial for a very high percentage of application scegand, most notably, for the Internet of Things. It is, tHogortant
to know the existing solutions for mobility in WSNs, ideniiig their main characteristics and limitations. With tirismind,
we firstly present a survey of models for mobility support ir8Ms. We then present the Network of Proxies (NoP) assisted
mobility proposal, which relieves resource-constrainé@N\hodes from the heavy procedures inherent to mobility mamant.
The presented proposal was implemented and evaluated & alagform, demonstrating not only its advantages oveventional
solutions, but also its very good performance in the sinmeitaus handling of several mobile nodes, leading to high d@sdccess
rate and low handdtime.
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1. Introduction lifetime.
In [2] the authors also arrived at a similar conclusion, nigme
Wireless Sensor Networks research has intensely addressght motes must be relieved from the routing process and must
performance, reliability and capacity optimization, in al  become as simple as possible, acting just as end nodes @ad del
tempt to shorten the gap that separates them from convegating routing procedures on more powerful entities. Balsic
tional networks. However, WSNs are largely constituted bythe authors advocate the separation of the sensing adtivity
resource-constrained devices, whose characteristictififar  the network operation activity. A similar line was taken 8),[
from those required by most applications. Advanced routingn which the authors study the enhancement of mobile netsvork
algorithms, neighbor and service discovery mechanisnesi-se by adding infrastructure support, concluding that, in gahe
rity, mobility and debugging, among others, are just exa&spl this kind of support is highly beneficial when mobility is con
of features that researchers are trying to implement in WSNserned.
Even though it is possible to install and evaluate them ideliv -~ Since WSN nodes are frequently small, portable devices;hwhi
ually, the integration of all of these features with the aifn o can be easily coupled to mobile entities such as vehiclesor p
developing a reliable, complete system will, on one hamaitli  ple, many applications require mobility support. Therefdt
the algorithms’ complexity due to ROM and RAM restrictions s crucial to support fiicient mobility mechanisms in WSNs,
and, on the other hand, contribute to a decrease in thentiéeti without compromising the main application operation ant ne
of each mote due to added energy requirements. work lifetime.
While working on the GINSENG project [1], an Euro- Mobility in WSNs has been approached from several perspec-
pean project whose main objective was the deployment ofives and targeting dfierent goals, leading to a variety of solu-
performance-controlled WSNs in critical scenarios, weethc tions. In the first part of this paper we propose a WSN mobility
this problem when we tried to include all features we con-classification and survey the main existing mobility appiues.
sidered fundamental in a real, deployed WSN, whose targethis not only provides a broad view of the field, but also aiow
was Petrogal’s oil refinery in Sines, Portugal. In this céise, the reader to identify the potential and implications of e
adopted solution was to remove some features and simpéfy thious options where mobility is concerned, constituting ofe
software installed in each mote, in order to still achievertec-  two main contributions of the paper.
essary performance without negativelffegting the network Given the problems and limitations of the various mobilioy s
lutions, identified in the first part of the paper, in its seton

. part we present and evaluate a WSN mobility support proposal
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of WSN nodes. The Network of Proxies concept was originally

: . Table 1: Mobile el t
proposed in [4] and [5], where we concluded that conventiona able & loblle elemen

node-based mobility solutions, such as MIPv6, could nottmee Sink node | Mobile Base Stations (MSB)
the requirements of many WSN applications in terms of relia- Mobile Data Collectors (MDC
bility and overall performance. NoP was then designed te-ove Rendezvous (Hybrid)

come the problem, guaranteeing controlled end-to-enaperf Sensor node Weak

mance in the presence of high mobility while contributinguto Strong robotic

extension of the WSN’s lifetime. The entire NoP development Strong parasitic

process, assessment and final comparison with MIPv6 collec-
tively constitute the second main contribution of this pape
NoP’s objective is to simplify the sensor network, moving th
complexity from the motes to local proxies. These propose@nergy. A second objective was to avoid the high cost of
proxies are machines without the stringent energy reitrnist maintaining long multi-hop paths.

of sensor nodes, and with the ability to operate alone or to b&hree classes of sink node mobility exist: Mobile Base Btei
part of a mesh network. They should be capable of monitoringMBS), Mobile Data Collectors (MDC), and Rendezvous-
each mote’s link quality and determining when hafidhiould  Based solutions (which is a hybrid of the former two classes)
be done, taking care of it on behalf of mobile nodes. In thisWith Mobile Base Stations the sink node is capable of moving
way, it is possible to keep mobile nodes as simple as possibl@cross the network, increasing the coverage and decrehsing
focusing their activity on sensing, and saving energy. number of hops to reach each node. Reference [8] evaluates
NoP was specifically designed for critical scenarios, sugh asink node mobility performance for various network topaésgy
GINSENG, in which the extra cost of a wireless mesh networkand types of movement.

infrastructure is largely compensated by the added rditiabi Mobile Data Collectors (MDC), in turn, takes advantage @f th
and performance control of the resulting system. capability of more powerful nodes (either sink nodes or othe
Although we are dealing with mobility supportin this paghe  dedicated nodes) to perform on-demand collection, avgidin
NoP concept can be used to support any other activity whostine need for data to travel through several hops. [9] intcedu
complexity level requires more powerful mechanisms, sich athe concept of data mules, where mobile sink nodes move
security. randomly, collecting data across the network. [10] progose
This paper is organized as follows. The next section presen@ solution where the trajectory of the Mobile Data Collector
the general characterization of mobility in WSNs. Section 3is not controlled but is known a priori, while [11] proposed a
surveys WSN mobility support at the MAC layer, while sec- controlled MDC in real-time.

tion 4 surveys it at the Network layer. Section 5 details theRendezvous-Based solutions are a hybrid of the two previous
concept of Network of Proxies and its application to mopilit classes of solutions: MBS and MDC [12]. Instead of uncon-
support in WSNSs, presenting an overview of implementatiorirolled mobility or on demand data gathering, [13] proposed
and operation aspects and concluding with a presentation ara careful mobilitypositioning of the sink node in order to
discussion of the NoP’s evaluation results. Section 6 sisrve better cover the network. The same author also introduced
important, related projects in this research field. The enc the concept of dynamically changing position, readaptimg t
sions and guidelines for further work are provided in secfio  network changes.

Sensor node mobility can be classified into two basic
modes [14]: weak mobility and strong mobility.

Mobility in wireless sensor networks can be classified con-Weak mobility is the mobility forced by the death of some net-

o X . . .~ work nodes. Due to their intrinsic characteristics, nantelyd-
sidering the following aspects: the element that is molifie; s . L
) . S ware restrictions and battery operation, nodes have limaé
type of movement; the protocol level at which mobility is sup

ported: and the entity who handles the mobility process. I&Vhi ten short lifetime. Consequently, new nodes must be added to

the former two concern the physical aspects of mobility, thereIOIaCe dead nodes, thus leading to network topology cfsange

latter two regard the architectural aspects. The follovdnb- Strong mobility, in turn, is th_e type of mobility assomamdh
. ) the movement caused by either an external agent (wind or wa-
sections detail each of them.

ter) or by an intrinsic characteristic of the sensor nodeorgf
mobility can be further subdivided into robotic and paiasin
the former case, the sensor node has the capacity to mowe on it
Table 1 summarizes the mobility characterization in whatown. In the latter case, it is attached to a moving entity.
concerns the WSN element that is mobile. As it can be seeAn example of robotic node mobility is Robomote [15], a
in the table, two cases can occur: mobility of the sink nodd, a wheel-equipped sensor node designed for easy deploymeént an
mobility of the sensor node. low cost. Robomote was also equipped with two engines, one
Sink node mobility was introduced in [6] and [7], among infrared sensor to detect obstacles and a sun-rechardestble
others, with the objective of making sink nodes closer tdheactery. Despite the interest in and potential of Robomote treos
sensor node or sensor node cluster, in order to save the’nodésting applications are based on nodes attached to mobde bo
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2. General characterization of mobility in WSNs

2.1. Mobile element



ies, i.e., on parasitic sensor node mobility. In [16] th&uis is active simultaneously; some schemes rely on some form

analyzed in depth, using various types of parasitism tcsifias of node synchronization; other schemes are asynchronous
the possible forms of association between motes and mobile  or hybrid, resorting to the use of preambles for node wake-
bodies. up;

2.2. Types of movement e latency — this is the maximum time a node must wait

before initiating a transmission; this includes the time fo
waiting for the destination node to wake upffdrent duty
cycle schemes haveftirent impact on latency;

Mobility in WSNSs can also be classified according to the type
of movement of the moving entity. The following types are
commonly referred to in the literature: random, predefiaedi,
controlled. Random movement means that the moving entity o energy consumption — intrinsic characteristics of duty
(be it a sink node or a sensor node) moves randomly within the ¢y cles schemes (e.g., type of duty cycle, synchronization)
area under consideration. Predefined movement meanséhatth  |eaq to diferent energy consumption;
entity moves along a specific path, with known speed, regchin
each point of interest at known, specific points in time. lyast e mobility awareness — some duty cycle schemes are
controlled movement means that the entity’'s movement is con mobility-aware, meaning that they were specifically de-
trolled by an external entity in real-time. signed having mobility in mind; other do not take mobility
Independently of the type of movement, [17] and [18] studied into account.
node mobility as a way to increase the network coverage, and
presented several energy-aware routing algorithms @dktat When dealing with mobility at the network layer, the follow-
wards the maximization of the covered area. ing aspects are relevant for the classificgaralysis of WSN

mobility solutions:
2.3. Protocol level

In what concerns the protocol level, WSN mobility can be
handled at the medium access control (MAC) (sub-)layer or at
the network layer. -
When dealt with at the MAC layer, the challenge is ffi-e based on IP mobility;
ciently integrate mobility functionality in the alreadyroplex
duty cycle mechanisms, keeping energy consumption and
latency as low as possible. Although it is possible to suppor
mobility at the MAC layer, there are several problems in doin
so. On one hand, as mentioned before, the complexity of

duty cycle algorithms that are tailored for latency and gper o |atency — mobility mechanisms always lead to communi-

reduction is a serious obstacle to modifications required by  cation latency, due to the hanfiprocedure; the lower the
mobility. On the other hand, there are critical situatiorteve latency the moreféicient is the solution;

high performance and reliability are a must, which means

that the MAC protocol must be optimized for these goals, e signaling cost — different mobility solutions use fiierent
and adding mobility support may compromise them. Hence, = mechanisms, which require signaling protogmisssages;
the alternative is to implement mobility at the network laye signaling is overhead and should be minimized.

in order to leave the MAC layer free from the added complexity

¢ |P-based — although operating at the network layer, some
mobility solutions may not rely on IP mobility and, in-
stead, use Zigbee or WirelessHart; other solutions may be

e LLN awareness — some mobility schemes are specif-
ically designed having in mind the restrictions of Low
power and Lossy Networks (LLN); others, like MIPv6-
based solutions, do not take these restrictions into a¢coun

Wireless Sensor Networks and mobility have also appeared

One key aspect of WSN MAC layer solutions is their duty associated to indoor localization methods. For instance,
cycle, that is, the scheme that determines when sensor nodieg[19] [20] the authors present some localization soluitivat
should be awake or sleeping. The following aspects areantev explore well-known methods like references, signal stiiesig
for the classificatiofanalysis of duty cycle schemes not only in or triangulation, taking advantage of deployed WSNs tokirac
what concerns mobility, but also in general: entities. Localization methods can be used to detect ok trac

mobile sink nodes, sensor nodes or users.
e typeof duty cycle— duty cycles may be fixed, adaptive,
or dynamic; in fixed duty cycles, wake-up and sleepings 4. Mobility handler

times do not vary and follow a predetermined order; adap- ) ) S
tive schemes use a predetermined order but take into ac- One final aspect to take into account when considering the

count the state of the network godapplication to deter- support for mobility in wireless sensor networks is the tgnti
mine the duration of awakeleep periods: in dynamic duty that handles the mobility procedures. As mentioned in the

cycles the time and duration of awateep periods is nei- Introduction, an alternative to burdening sensor node$ wit
ther fixed nor predetermined: mobility functionality is to resort to some kind of infrastiture

that handles mobility on their behalf. The foreseen pobsés
e synchronization — this controls the sensor nodes wake- are, thus, the following:
up periods, so that nodes involved in a communication are
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e node-based mobility — in this case, mobility is handled long or short, that precede transmissions. Preamblesitdast
by the sensor nodes, in addition to other communicatioroverhead, and so the price to pay for not relying on clock
and application tasks; this does not require any assistan@ynchronization is a decreasei@ency in data transmission,
from the network side, at the cost of some negative impacie., more bits are transmitted to send the same amount af dat
on node complexity, performance, and energy consump-

tion; Several proposals for WSN mobility support at the MAC
o ) layer were built on the adaptation of existing MAC layer
e network-based mobility — sensor nodes are relieved gqytions designed for static networks. Being one of the firs

from mobility-related tasks (e.g., han@oregistration,  \ac duty cycle schemes, Sensor MAC (S-MAC) [21] is the
route-optimization, etc.), which are performed on their be paqis for many of the WSN mobility approaches described in
half by an external entity, such as special network nodegjs section. S-MAC is a synchronous duty cycle solution in
or mobility agents; these entities either reside in thetexis \ynich nodes are grouped into clusters. All cluster nodetcbwi
ing network infrastructure or in an additional, complemen-y, nassive and active modes at the same time. The active mode
tary infrastructure; the added complexity on the infrastru s givided into three phases (SYNC, RTS, CTS). During each
ture side is compensated by lighter nodes, with benefits iy hese active phases nodes contend for the medium using a
terms of performance and energy consumption; carrier sense multiple access (CSMA) scheme. The algorithm
relies on the broadcasting of a synchronization message
(SYNC) in order to synchronize the internal clock of each
sensor node. All nodes broadcast SYNC messages perigdicall
and when a node wants to communicate with another node,
it sends a Request to Send (RTS) packet and waits for the
i » o respective Clear to Send (CTS) response. The duty cycle size
In light of the presented mobility characterization frame-jg fixed and, thus, it does not adapt to the network load, which
work, Table 2 presents a classification of some WSN mobility.5 cause an increase in latency when the load is high, and a
approaches that can be found in the literature. The COMMORyn-optimal amount of transmitted data between nodes.
factor of all these solutions is that they approach mobitibyn
an application perspective, regardless the complexitynple- Based on S-MAC, several approaches to WSN mobility sup-

menting the needed communication support.. port were developed. Mobile S-MAC, MOB-MAC, AM-MAC,
In contrast, in the next two sections we will address WSNyq MD-MAC are the most relevant ones, and their main

mobility solutio_ns from the C(_)_mmunic_ations perspectivecS  haracteristics are presented below.
tion 3 deals with WSN mobility solutions at the MAC layer,
while section 4 addresses WSN mobility at the network layer.  n1opile S-MAC (MS-MAC) [22] was the first WSN MAC
layer proposal that considered mobility and it is an extmsi
3. Mobility at the MAC layer of the base S-MAC protocol with the aim of supporting both
stationary and mobile networks. With MS-MAC, when a
MAC layer duty cycle is a fundamental aspect of anymobile node enters a stationary network, the surrounding
wireless sensor network, as it determines many of its featur nodes within a range area, R, will form an active space with
including its ability to support mobility. This section ments  synchronized periods shorter than those of stationaryatiper.
the main WSN duty cycle schemes and their impact on mobilityThese shorter periods are useful for monitoring the movémen
support. of the new neighbor. MS-MAC was only tested by simulation
and, as it is based on S-MAC, fers of the same problems.
Duty cycle schemes have the main goals of saving node'MS-MAC defines a shorter Neighbor Discovery Period (NDP)
energy, in order to increase the network lifetime, and engbl in the mobile nodes, when compared to S-MAC. Moreover,
the nodes to communicatefieiently, notably with reduced it increases the complexity of sensor nodes by using the link
overhead and latency. As seen in the previous section, therpiality variable for movement detection. It also requires a
are two basic approaches for this: synchronous operation @xtra listening time for neighbors, mainly for the boundary
asynchronous operation. nodes, in order to detect mobile nodes.
Synchronous duty cycle schemes require clock synchraoizat
among all network elements belonging to the same cluster. Mobile MAC (MOB-MAC) [23] was developed in order to
The clock is used to wake up all nodes at specific, synchronowlve the MS-MAC's retransmission problem, caused by the
points in time and for specific periods. After this, the nodeshigh frame loss rate, which increases energy consumption.
revert to sleep mode until the following active period. This MOB-MAC solves this problem by introducing adaptive frame
form of operation additionally requires several synchration  sizes, considering the link quality. If the link quality i®qr
messages or synchronization flags and forces edge nodestten the frame size is reduced, thus leading to less energy
synchronize with the various clustgmstworks to which they consumption per transmitted frame and decreasing the error
are attached. probability, which is proportional to the frame size. Corsedy,
Asynchronous mechanisms are typically based on preambleshen link quality improves, the frame size gets increased.
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e hybrid — in hybrid solutions, mobility functions are
partly carried out by sensor nodes and partly by the net
work infrastructure.

2.5. Sumup



Table 2: Classification of WSN mobility approaches.

Mobile element Type of movement| Protocol level| Mobility handler

Wang et al. 2005 [6] Sink node MBS Predefined n/a Network

Kim et al. 2003 [7] Sink node MBS Random n/a Network

Stevanovic and Vlajic 2008 [8] Sink node MBS Randonfpredefined MAC Network

Shah et al. 2003 [9] Sink node MDC Random n/a Network
Chakrabarti et al. 2003 [10] | Sensor node Parasitic Predefined n/a Node

Somasundara et al. 2004 [11] Sink node MDC Controlled n/a Network

Ekici et al. 2006 [12] Sink node | Hybrid Controlled n/a Network

Akkaya et al. 2007 [13] Sink node MBS Controlled n/a Network
Dantu et al. 2005 [15] Sensor node Robotic Controlled MAC Node
Srinivasan and Chua 2007 [17]Sensor node n/a Predefined n/a Node
Liu et al. 2005 [18] Sensornode n/a Random n/a Node

MOB-MAC may have problems when fixed size frames areoriginal form. Although this solution improves the network
used, as is the case in most real application scenarios. lifetime, it negatively &ects latency and, therefore, the support
for delay-sensitive applications is compromised.

Adaptive Mobility MAC (AM-MAC) [24] is a MAC pro-
tocol based on S-MAC in which each node has a listen-sleep Collision Free Mobility Adaptive MAC for WSNs
schedule that it periodically broadcasts through a SYNC-megCFMA) [27] is a MAC protocol that outperform S-MAC,
sage. AM-MAC supports mobility based on two mechanismsMOB-MAC, AM-MAC, MS-MAC, MD-MAC and DS-MAC
secondary listening period and smart scheduling adaptatio by modifying the way in which backfbvalues are allocated.
Nodes using the same schedule constitute a virtual clusteldsually, MAC protocols compute a random value to decide
Each virtual cluster has its own schedule. Border nodes arthe access period of each node. However, CFMA-MAC
deployed between virtual clusters, and operate according tproposes the use of pre-defined delays, assigned by theeClust
the schedules of the clusters they belong to. When a mobil€oordinator (thus imposing the use a cluster-based network
node (MN) receives a SYNC message from a border nodegrganization), implementing fierent levels of priority for each
whose schedule does not belong to its virtual cluster, the MNnote based on the delay values. For instance, when a new node
learns that it will probably handbto another virtual cluster, enters the cluster it has the maximum priority, which means
using a secondary listening period to quickly perform thethe shortest delay, to assure its quick inclusion in the agtw
scheduling adaptation. On the other hand, if the MN does ndtollowing each transmission, the node asks the coorditiagor
receive a SYNC message of a border node and enters directtielay for the next transmission. In the case of a mobile node
in another virtual cluster, it will perform schedule addjmiato  (MN), it must also monitor the signal strength of the adjdcen
the new schedule. Although AM-MAC outperforms S-MAC, clusters. When that signal strength is increasing, the Md¢ as
it energetically depletes border nodes, like in the MS-MACthe coordinator for a delay to access the adjacent cluster.
solution. Thus, when arriving at that cluster the MN can communicate as

quickly as the delay allows it, which is faster than requesti

MD-SMAC [25], Mobility aware Dynamic S-MAC, is a the delay only after the movement. CFMA-MAC was analyzed
combination of MS-MAC and DS-MAC [26], in an attempt and compared with the mentioned MAC layer protocols via
to obtain a mobility-aware solution capable of handlingMATLAB only. Although the results show it to be superior,
delay-sensitive applications, and maintaining low enarmgy-  neither implementation nor evaluation exists in real platfs.
sumption. MD-SMAC proposes some changes to the respectivgesides, all the protocols with which CFMA-MAC was
base protocols. In the case of DS-MAC, MD-SMAC proposescompared are based on S-MAC, which does not allow any
that once a pre-defined energy level threshold is reached, trtonclusions on how it will compare to other types of MAC
mobile node (MN) must revert the duty cycle to its initial protocols. Furthermore, forcing a cluster-based network
format (note that DS-MAC doubles the duty cycle to improveorganization may not be adequate for some scenarios and thus
latency), thus improving nodes lifetime. Regarding MS-MAC limits its applicability.
MD-SMAC removes the old schedule when the MN is in the
next cluster (MS-MAC keeps both schedules by default, which For critical scenarios where CSMA access might cause
consumes more energy). Besides, MD-SMAC also reverts theome uncontrolled performance, TDMA solutions are usually
Neighbor Discovery frequency to its initial form as soontes t preferred. The Tréic-Adaptive Medium Access protocol
MN is in the new cluster with the new schedule. In MS-MAC (TRAMA) [28] was one of the first TDMA solutions for
this frequency changes from 5 minutes to 30 seconds wheWSNs and, like S-MAC, it has also served as a base for
the MN is moving between clusters, but it never reverts to thenewer contributions. TRAMA is a TDMA MAC protocol
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capable of adapting transmission schedules tfficrmeeds. acknowledgement message, the sender will stop the preamble
TRAMA uses not only scheduled slots for transmission butand subsequently sends the packet. Otherwise they just go to
also contention-based slots (CSMA) for node admission andleep again.
network management.
Both RI-MAC and A-MAC are #&ected by the long duty

Based on TRAMA, the Mobility-Adaptive Collision-Free cycle of senders, with A-MAC minimizing this issue by
MAC Protocol for Wireless Sensor Networks (MMAC) [29] introducing a control channel and a multi-channel mectmanis
is a schedule-based MAC protocol capable of adapting thér data transmission. However, A-MAC uses a single control
frame time, transmission slots and random-access slots @hannel that can itself fier from interference and tiac
frame is composed of scheduled access slots and randgam, thus compromising data transmission. EM-MAC [35]
access slots). This solution adapts the frame time acaprdinproposed a similar multi-channel solution that overconmes t
to node movement conditions, thus allowing a mofeceent ~ A-MAC limitation by creating a dynamic channel selection
synchronization of nodes. With fixed frame time (as in thealso for the control channel. In EM-MAC, each node has its
case of TRAMA), when there are several mobile nodes eacbwn channel switching and wakeup scheme, which is predicted
node may have to wait a considerable time until it synchremiz by the sender based on its knowledge of the receiver’s fomcti
and joins the network. However, using adaptive frame timepsed to generate channel and wakeup times.
it is possible to reduce the frame time as a function of the
number of mobile nodes, and thus speed up the joining process Although these solutions were not specifically designed
The problem of MMAC is the highly complex scheduling for mobility support, the fact of not requiring synchroniza
algorithm used to calculate the transmitter of each slohé t tion makes them more flexible, which eases the addition
frame. Besides, MMAC assumes that it is possible to predicof mobile nodes to the network. Benefiting from this, an
each nodes’ position, based on their mobility pattern. Thisadaptation of X-MAC for mobility support was developed,
assumption may not be valid in many real scenarios, whiclnamed MoX-MAC [36]. In X-MAC, whenever a node wants
limits the applicability of this solution. to transmit it sends a set of short preambles until it receive

an acknowledgement notifying that the target is awake and

In an attempt to avoid the need for nodes’ synchronizationthe transmission can start. Applying X-MAC to mobile nodes
required in the cases of S-MAC, TRAMA, and its deriva- would afect a potentially large number of nodes, namely those
tives, several asynchronous MAC solutions were developedlong the MN'’s path. Therefore, with MoX-MAC MNs first
WiseMAC [30], B-MAC [31] and X-MAC [32] are the most listen to any ACK to check whether there is a transmission
popular unsynchronized sender-initiated solutions, #teel  going on. By learning the schedule through the received ACKs
currently being one of the most used MAC layers. On theMNs know when they can start sending data. MoX-MAC was
other hand, RI-MAC [33] and A-MAC [34] are well-known compared with X-MAC, but the results show a slight advantage
unsynchronized receiver-initiated solutions. only in some cases.

Asynchronous solutions resort to the use loiv power In an attempt to profit from the positive aspects of syn-
listening (LPL) and to the transmission and reception ofchronous and asynchronous MAC solutions, some hybrid
preambles in order to avoid the need for clock synchroromati solutions were developed. These mix synchronized nodes
In sender-initiated solutions, preambles are sent by thdese in the network core with unsynchronized nodes at network
to detect when the receiver is active, following which theneo  boundaries. MAMAC and MMH-MAC, described next, are
munication can start. On the other hand, in receiver-it@itla two relevant hybrid synchronization proposals developé&d w
solutions the receivers send a beacon at wakeup. Sendédrs hohobility support in mind.
in silence until listening the receivers’ beacon, startthg
transmission only after the beacon'’s reception. The Mobile Adaptive MAC (MAMAC) [37] proposes a sim-

ple mechanism where nodes, either mobile or fixed, do not use

WiseMAC and B-MAC stffer from the same problem: the synchronized clocks. Instead, each node wakes up at random
overhearing caused by long preambles, whifbds the entire  points in time and sends an acknowledgement beacon. When a
network. In contrast, X-MAC replaces the long preamble bynode wants to transmit, it starts listening to the environro@-

a sequence of short preambles and introduces an acknowledijét receives the acknowledgementbeacon from the detstima
message from receiver to sender, in order to notify therlattenode, at which point the node starts the transmission. Irt wha
that the preamble was already received and therefore theoncerns channel occupation, this protocol is veffjcient
transmission can start. Thus, there is no need for bothiesntit because each transmission only requires the ACK message
to wait for the preamble to end. Moreover, in order to avoidand the data transmission, instead of RTS and CTS used,
neighbors to becomeffacted by preambles of messagesfor instance, in S-MAC. According to its authors, MAMAC
targeting other destinations, each short preamble cantam  is an dfective solution for high mobility scenarios, although
receiver’s ID. With this type of preambles, neighbors thatthey do not provide any evaluation results supporting thaisrc
wake up and receive a short preamble will check the ID to see

whether they are the intended receivers. If so, they wiltlsam Also a hybrid solution, the Mobile Multimode Hybrid
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MAC protocol (MMH-MAC) [38] aims at maintaining the low 6LOWPAN is an IETF Working Group (WG) created with
energy consumption of asynchronous solutions and the higtine objective of adapting the IP technology to 802.15.4eHas
throughput of synchronous solutions, even in the presefice metworks. The support of IPv6 over IEEE802.15.4 will allow
mobile nodes. In order to achieve this, it implements boéh th WSNs to take advantage of well-known IPv6 capabilities,
synchronous mode for stationary nodes and the asynchronosach as Neighbor Discovery (ND) or Mobile IP (MIPv6).
mode for mobile nodes. In the asynchronous mode, it useBLOWPAN aims also at enabling the use of upper layer pro-
preambles and a frame called SHUT-UP for stopping themtocols from conventional networks in LOWPANSs (e.g., UDP,
SYNC messages are sent in order to synchronize the nodeSCP, HTTP; etc.), thus providing the basis for afficéent
internal clock and to serve as beacon to detect neighborhoddteroperability of WSNs and the Internet.

changes. When a mobile node arrives at a new cluster it

starts sending preambles until it gets a SHUT-UP message.

Subsequently, the mobile node receives a SYNC message afddl. Native MIP-based solutions

synchronizes with the neighboring nodes. This solution was This section presents native IP Mobility proposals that can
both simulated and implemented in a real environment. potentially be applied to 6LoWPAN.

Table 3 presents an overview of the various MAC protocols Managing mobility at the network level is not novel in
discussed in this section, using the classification prapase WSNSs. In the past, authors in [40] [41] have analyzed the pros
sub-section 2.3. Th&tatecolumn indicates whether the proto- and cons of doing it, and surveyed the respective scendrios.
col was implemented and deployed or simply simulated. this section we briefly present the main characteristicdef t

We can see that many MAC proposals are still based omost populaiMobile IP solutions, with the objective of finding
simulation only. This is more so for the proposals that suppo the most suitable approach for WSNs.
mobility. So, it is apparent that many issues are still open
andor must be further evaluated prior to any implementation.  The main objective oMobile IPis to guarantee the connec-

tivity of mobile devices, irrespectively of the network yhare

In addition, several other considerations should be doné, in a way that is completely transparent to the upper kyer
concerning these MAC proposals. MS-MAC is well estab-This protocol was initially developed for IPv4 (MIPv4) [42]
lished but has several limitations. X-MAC is the most usedand later adapted and included in IPv6 (MIPv6) [43].
one but was not designed for mobility. Nevertheless, X-MAC
with short preambles can also support mobility, avoiding MIPv4 introduced the concepts éfome Agen(HA), For-
the complexity of MS-MAC and MAMAC, by a simple eign Agent(FA), Correspondent Nod¢CN), Mobile Node
adaptation as proposed by MoX-MAC. Moreover, mobility (MN), Care of Addres¢CoA), Mobility Binding Table andVis-
aware algorithms at the MAC layer require complex hahdo itor List (VL). A Home Agent is a local entity responsible
mechanisms, which makes them heavier and mdfecdit to ~ for the management of local Mobile Nodes (MN), keeping
implement. Furthermore, in the cases of MAC protocols thatheir mobility information in aviobility Binding Table(MBT).
can achieve considerablyffieiency, they do so for specific A Foreign Agent in turn, is an external entity, located at
types of applications or networks, not for the general casethe foreign network to which #lobile Node(MN) moved.
which limits their applicability. Whenever an MN arrives at a foreign network, the FA assigns

it a Care of Addres$CoA), registers that information in its VL,

In view of the above, and in order to enable interoperabil-and notifies the HA, which, in turn, updates the correspandin
ity among diferent WSNs, most authors defend that mobility €ntry in the local MBT. CNs are static or mobile nodes located
should be implemented at the network layer using data frem thon the Internet, with which an MN is communicating.

MAC layer for mobility estimation only. Network layer mobil When a HA receives a packet destined to an MN it checks in

ity is the subject of the following section. its MBT whether the MN is in the local network. If so, the
HA just delivers the packet. Otherwise, the HA gets the CoA,
encapsulates the packet and forwards it to the FA, through an

4. Mobility at the Network Layer IP tunnel. When the FA receives the packet it checks the CoA
in the VL, de-encapsulates the packet and delivers it to tNe M

Although some network layer WSN mobility solutions In the opposite direction the FA may forward the message from
do not rely on IP and, instead, use Zigbee or WirelessHarthe MN to the CN using conventional routing mechanisms or
most of them are IP-based. Thus, in order to address WSNsing the FA-HA tunnel.
mobility support at the network layer, we start by providing HAs and FAs periodically broadca&gent Advertisememes-
in sub-section 4.1, an overview of conventional IP mobility sages in their respective networks in order to detect clenge
approaches (i.e., not specifically developed for WSNs) thain the existing devices. Whenever an MN moves to a new
could be used or adapted for WSN mobility support, while innetwork it can wait for arAgent Advertisemertr, instead, it
sub-section 4.2 we analyze and compare existing IP mobilitgan send amgent Solicitation to quickly announce itself to
approaches specifically developed for 6LoWPAN [39]. the new FA.



Table 3: Duty cycle optimized schemes.

Type of duty cycle Synchronization| Latency | Energy consumption Mobility State

S-MAC Fixed YES Medium Medium NO Deployed
MS-MAC Adaptive (Active area) YES Medium Medium-High YES Simulated
MOB-MAC Adaptive YES Medium- Medium-Low YES Simulated
AM-MAC Adaptive YES Medium Medium-High YES Simulated
MD-SMAC Adaptive YES Low Medium- Low YES Simulated
DS-MAC Dynamic YES Low Medium NO Simulated
CFMA-MAC Adaptive YES Low Medium-Low YES Simulated
TRAMA Adaptive YES High Medium NO Deployed
MMAC Adaptive YES Medium Medium YES Simulated
WiseMAC | Dynamic (Long Preambleg NO Medium Medium-Low NO Deployed
B-MAC Dynamic (Long Preambleg NO Medium Medium-Low NO Deployed
X-MAC Dynamic (Short Preambles) NO Low Low NO Deployed
RI-MAC Dynamic (No Preambles) NO Low Medium NO Deployed
A-MAC Dynamic (No Preambles) NO Low Low NO Deployed
EM-MAC PseudorandofRredicted NO Medium N/A NO Deployed
MoX-MAC | Dynamic (Short Preambles) NO Low Low YES Simulated
MAMAC Dynamic NO High Medium YES Simulated
MMH-MAC Dynamic YES/NO Medium Medium- Low YES Deployed

MIPv6 introduced significant changes in this mobility the hand& on behalf of MNs.Fast HandovergFMIPV6) [47]

model, exploring native functionality in IPv6. Implemedtas is based on Mobile IPv6 and PMIPv6 but it reduces hédihde-
a specific message type of IPv6, MIPv6 becomes more flexibley through the pre-configuration of the CoA in MNs prior to
and easy to use. On one hand, the use of more than one addregbgir movement. FinallyMobile SCTH48] uses several IP ad-
global and link-local, associated with the address condiiom ~ dresses to identify MNs. Each of these solutions is desdiitbe
mechanisms of IPv6, made it unnecessary to have FAs, ake following paragraphs.
MNs can self-configure their own addresses. On the other
hand, each MN (and CN) has its oinding Cachewhich is
used for keeping information about other M88ls. It is the
responsibility of each MN to maintain updated informatian i
its HA agent and in th&inding Cache®f the MNJCNs with  formance of MIPv6, by implementing the concepts of local and
which it is communicating, usinginding Updatemessages. global mobility.
When a CN wants to communicate with an MN, it first checksHMIPv6 defines the existence of a new entity, narivebility
whether a CoA exists in th8inding Cache If so, the CN  Anchor Point(MAP). This entity is basically a local HA ca-
directly sends the packet to that CoA, using the IPv6 Routingable of supporting severAkcess Routef@R), which define
Header Option. Otherwise, it will send the packet using thehe range limits of the MAP network and is responsible for-con
conventional mechanism, which will force the HA to encap-tinually announcing itself by broadcast. In this solutitvi\s
sulate the packet and create the IP tunnel to forward it, likehave two types of CoA: thRegional Care of AddrefRCoA)
in the MIPv4 case. When the MN receives the encapsulatednd theOn-link Care of Addres@CoA). While the former is
packet it will then notify the CN about the new CoA, in order the address used to identify MNs outside the visited netywork
to guarantee the direct communication in the next transamss the latter is used to identify MNs in the visited network. Jhi
and perform route optimization. mechanism allows MNs to freely move within the visited net-
work without informing their HAs or CNs.

In addition to the Mobile IP protocol, there are many otherThe MAP entity keeps &obility Binding Tablecontaining in-
solutions to support mobility in conventional networks.tfe  formation about MNs, associating their RCoA with the respec
following, we present a brief description of the most impoit  tive LCoA. ARs continually announce the MAP service so that
ones. whenever an MN enters the network it can use the information
Hierarchical Mobile IPv6(HMIPv6) [44] was specifically de- contained in those announcements to self-configure its RCoA
signed to minimize the hanédime in the cases of micro orin- Each time an MN moves within the MAP network it will only
tra mobility. Mobile IP Fast Authenticatio(MIFA) [45] allows ~ handdtf between ARs, which only requires an LCoA update,
local authentication, thus reducing the hafidoad in MNs,  and does notféect the RCoA address. Movements inside the
moving it to the network side. PMIPv6 [46] presents a solutio MAP network are, thus, local mobility, whereas movements be
based on additional entities in the network, capable of iagnd  tween diterent MAP networks are global mobility.
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4.1.1. HMIPv6
This hand@ mechanism was developed to improve the per-



4.1.2. MIFA (BCE), which includes the MN-ID, the MAG address and the
The Mobile IP Fast Authenticatior(MIFA) protocol ex-  new MN prefix, and send Broxy Binding Acknowledgé@BA)
plores the performance improvement of the registratioagse  to the MAG. When the PBA is received, the MAG creates the
between MNs and HAs, The method consists in the delegatiohi-directional tunnel to the LMA and sends a Router Adver-
of the MN registration process in the FA, allowing the MN tisement to MN, containing itslome Network Prefi{HNP).
to authenticate locally. When an MN sendsRagRgstto  Hence, almost all the process runs on the network side, with
a FA, the latter replies with &Registration Replymessage, the MAG operating on behalf of the MN. Nevertheless, when
acknowledging the success of the process. Then a tunngloving from one MAG to another, the MN needs first to detach
between the FA and the previous FA is recursively createitl untfrom the previous one before attaching to the new MAG, which
the HA is reached, thus leading to a single tunnel from the HAMIight lead to packet losses.
to the actual FA.
In order to guarantee the authenticity of the MN, the FA must.1.4. FMIPv6
be a member of a recognized FA group, knownLager 3 FMIPvV6 is an enhancement of PMIPv6 with the objective of
Frequent Hand@ Region(L3-FHR). This group can be dynam- improving the performance of mobile IPv6 haffigoin what
ically or statically configured through specific algorithniidie  concerns latency and packet losses. For this, mobile nades a
L3-FHR region is generally constituted by a limited numbier o not directly involved in the handover procedure, which is ca
FAs. ried out by the previous network access router (PAR), the new
Security mechanisms among FAs can be statically definedietwork access router (NAR) and the HA. FMIPVv6 has two ba-
for instance by the network administrator, or dynamicallysic modes of operation. In the predictive mode, low layesiinf
by the network. The MNs local authentication is guaranteednation is used in order to initiate the haridjerocedure before
through notification messages sent by FAs to their L3-FHRhe mobile node attaches itself to the new network. By estab-
group while the MNs are connected to them. These messagéishing a bidirectional tunnel between the PAR and the NAR
contain security data concerning the MNs, the FAs of theprior to the arrival of the node, the harfiltme can be substan-
L3-FHR group, and the HAs. This security information is kepttially reduced. In the reactive mode this tunnel is estaklis
by each FA of the group, and is eliminated when used by onafter the node’s attachment to the new network. In any case, t
of them. Additionally, these messages can contain infaonat avoid losses during hanffpbuffering is performed by the PAR
regarding HA attributes aridr authentication data needed by andor NAR, so that packets can be handed in to the MN when
MNs in their next FA registration. the hand€ is complete.
When an MN sends a registration request to a new FA, the latter
will verify the local authenticity of the MN through the seity ~ 4.1.5. Mobile SCTP
information sent by the previous FA to the L3-FHR group. This hand& mechanism is an extension of the SCTP
Furthermore, the FA uses the extra information about the HAprotocol in order to provide mobility support. One of the
to check whether it corresponds to its requirements. Onee thmain characteristics of the SCTP protocol is multi-homing,
authenticity is confirmed, the new FA sends a notificatiomeo t which allows nodes to be reached through several IP addresse
previous FA, asking it to forward all packets whose deskimat One of those addresses is used as the main identifier, while
is the MN. Afterwards, the FA replies to the MN registration the remaining addresses are used as a backup, for activation
request. Once the local registration is completed, the Féise Whenever the main address fails. The hdfigmocess was
a notification message to the HA informing it about the newthus designed for the case where an MN, supporting several
registration. In response to such notification the HA esgthbs  addresses, is communicating with a static host. During the
an IP tunnel to the new FA. This type of mechanism allows thehanddi process the main address is dynamically changed.
support of global mobility, like in Mobile IP, and also local When the MN arrives at a foreign network it first obtains the
mobility, like in HMIPVv6. new IP address and then, using the mSCTP control message,
adds that address to the host association table, making it th
main address.
4.1.3. Proxy MIPv6
Proxy MIPv6 (PMIPv6) was standardized in RFC5213 and Based on the handfomechanisms presented above, we can
describes a method to support node mobility using a networkdraw some conclusions considering packet losses, packet re
based procedure. To do so, PMIPv6 defines two extra elementstdering, blackout period and the addition of extra elemment
namely the_ocal Mobility Anchor(LMA) and theMobility Ac-  Although packet loss also depends on the type of application
cess GatewayMAG). All the traffic to/from the MN is for- by analyzing the handbmechanisms we can conclude that
warded via the LMA, which creates a tunnel with the currentMIPv6 and HMIPv6 can lead to significant packet losses. On
MAG. Upon arrival at a new network the MN sends a Routerthe other hand, in order to avoid packet losses and guarantee
Solicitation that is received by the local MAG. After receiy  soft-handd@f mSCTP makes use of multiple IP addresses and
the solicitation, the MAG will send ®roxy Binding Update FMIPv6 may lead to temporary multiple paths. Both situa-
(PBU) to the MN's LMA, containing the MN ID and the profile, tions might cause packet reordering. Nevertheless, thés do
which includes, among others, the MAG address (proxy-CoA)not occur with MIFA, because in this case the HA continues
The MNs LMA, in turn, will create aBinding Cache Entry to forward data using the old path until receiving a new MN
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registration and defining the new path. The blackout period i topologies is missing.

the hand& mechanisms is only avoided by the mSCTP proto-

col, which, as previously mentioned, uses several addsésse  In [52] the authors proposed another network-based mybilit
identify the same MN. Another aspect concerning the present support scheme for 6LOWPAN. In this proposal, mobility sup-
schemes regards the need for additional devices in the netwo port is achieved by organizing the WSN into cluster trees, in

This is the case of HMIPv6, PMIPv6, and FMIPV6. which each node maintains a "mobile-cluster associatee’hod
Table 4 summarizes the comparison of the various Mobile IPvéable. This scheme assumes that each cluster head is capable
solutions presented above. not only of calculating the distance to other cluster heads b

As already mentioned, the mechanisms presented in this sublso of computing the relative position using AoA. Usingsthi
section were all designed and developed for unconstraieed n relative position and the information from the mobile-t&rs
works. In contrast, some alternatives considering IP nitgbil associate-node table, it is possible to determine the next
in WSNs have appeared in the literature. The next sub-secticassociate node. Unfortunately, as we mentioned before, AoA

surveys the most relevant ones. is not natively supported in most WSNs radio transceivers,
and thus, this solution, would require specific hardwaree¢di
4.2. Mobile IP in 6LoWPAN tional antennas, antenna arrays, etc.) to make its usagif®s

Most of the mobility solutions presented in the previous Following a more realistic approach, authors in [53] pre-
sub-section ditier from the same problem: intense signalingsented a node mobility scheme for IP and non-IP WSNs
mechanisms that, if used in WSNs, would require considerablusing 6LoWPAN. Using a combination of host-based and
energy expenditure. Moreover, in order to prolong battiéey |  network-based mobility, this scheme bases the hfipdocess
time, there is a large consensus that mobility in WSNs shoul@én a protocol between the home edge router, the new edge
be handled on the network side, with as little involvement ofrouter and the MN. Following a simplistic approach, authors
sensor nodes as possible. demonstrated a slight superiority of their scheme when com-

pared to MIPv6 and PMIPv6, regarding signaling messages.

In [49] the authors proposed LowMOB, a network-basedA proof-of-concept was also provided, demonstrating its
solution capable of handling mobility at the 6LoWPAN feasibility. Nevertheless, the carried out evaluation uste
adaptation layer. LowMOB assumes a network structureshallow and does not address reliability dii@ency, and the
constituted by Static Nodes (Full Functional Devices, FEDs proposal never reached a mature state.
each one equipped with an antenna array used to determine
MNs’ directions.  Authors completely defined a haffdo  In [40] the authors presented an MIPv6-based solution,
protocol between static nodes and the gateway, and MNmtroducing the concept of Mobile Responsible Sensor Route
and static nodes, implemented as a 6LOWPAN extensiofMRSR). This new concept aims at distributing the role of
In addition, a distributed LowMOB version was proposed,the home agent, splitting the responsibilities and guaking
introducing the concept of Mobility Support Points (MSPs) information redundancy.
capable of supporting mobility and also optimizing routing
mechanisms. MSPs act like a cluster head of static nodes. TheThe Sensor Proxy MIPv6 (SPMIPv6) [54] is a WSN
main drawback of LowMOB is that it relies on angle of arrival PMIPv6-based solution that, by using Sensor network based
(AoA) and direction prediction in an attempt to predict trexin  Localized Mobility Anchors (SLMA), extends PMIPv6 with
sensor node that will handle the MN. This method is hard tahe capability of interconnecting distinct WSNs through a
implement in real deployments and it$ieiency is not proven. shared backbone structure. In this proposal, SLMAs provide

AAA mechanisms and nodes’ reachability, while Sensor MAG

Another well-known proposal is inter-MARIO [50], an (SMAG) act as edge-routers, detecting mobility and trigger
inter-PAN handd solution based on pre-configuration. In this the hand€ process on SLMAs. When compared to PMIPv6
proposal, the objective is to send MN’s information to theand MIPv6, SPMIPv6 demonstrated to be slightly superior
whole neighborhood and, at the same time, to send informatioregarding signaling and mobility costs. Nevertheless, the
about the neighborhood to the MN, every time mobility is obtained results are not impressive and do not compensate th
detected. Thus, when the MN arrives at a new PAN the networkost of adding an entire infrastructure that includes SLMAs
has already dealt with its configuration. On the other handSMAGs, and the PMIPv6 domain. In addition, centralizing the
by receiving the neighborhood information the MN does notentire action in the PMIPv6 domain creates a bottleneck and a
need to scan all channels to find another network, becausentral point of failure.
it already knows the frequency of the surrounding networks.

The inter-MARIO solution assumes that mobility estimation In an attempt to overcome these problems, in [55] the
is available, regardless the method and ifsceency. The authors proposed Cluster Sensor PMIPv6 (CSPMIPv6). This
authors of inter-MARIO compared it with MIPv6 and with approach is an enhancement of the SPMIPv6 scheme that
our uMIPv6 adaptation solution [51] in terms of signaling groups SMAGs into clusters, each cluster being controlled
cost, concluding its superiority when pre-configuration isby a cluster Head MAG (HMAG). The HMAG main func-
used. An evaluation using typical WSN scenarios and networkion is to reduce the dependency on LMAs by moving to a
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Table 4: Comparison of Mobile IP solutions

Packets reordering Blackout period| Additional infrastructure Major feature
MIPv6 No Yes No Mobility control
HMIPVv6 No Yes Yes High performance in local hanéto
MIFA No Yes No Reliability
PMIPv6 No Yes Yes Reliability, lightweight
FMIPv6 Yes Yes Yes Faster handiés
mSCTP Yes No No Reliability

distributed solution in which HMAGs are capable of handling5.1. Motivation
intra-mobility signaling by themselves. Although CSPM&v
represents a significant improvement on its former solytion
relying on a typical static tree-based backbone structuieas
this solution hard to deploy in large-scale networks. Moezp
adopting a similar dependency on LMA for the CN tunneling
establishment leads to the same drawbacks in terms of laten
failure points and bottlenecks previously observed in SPL

Deploying WSNs in real environments poses several chal-
lenges, especially when critical scenarios are targeted, f
which performance control, reliability, robustness arfi-e
ciency are a must. In this context, complex duty cycle scleeme
to save energy, cognitive radios, advanced topology cbntro
(f'nodules, high-&iciency routing protocols, security mecha-
nisms, and mobility support, are, among many others, exam-
les of modules that have been designed for inclusion insens

6LTE\1/5:§A§ prebsjlgnts a surr;]mary C(:_mpaélgo?h_of tr;)e Va{.'ougodes and networks, often overlooking the fact that these ar
o mobility approaches mentioned in this sub-section ..o constrained systems.

using the classification proposed in sub-sections 2.3 ahd 2'However, real deployments, such as the one in Petrogafs-oil

The Statecolumn indigates whether the approach was StUdie‘ijinery, in the scope of the GINSENG project [1], have shown
andor evaluated by simulation, by analytical modeling, or byus that, in general, sensor nodes are not capable of supgorti

implementation. all of those features together due to hardware constraimis a
energy restrictions.
In the case of the WSN deployed in Petrogal’s refinery, the so-

5. A proposal for assisted mobility lution was to simplify the motes by removing features thateve
. ) , not crucial to the application at hand, focusing the sensder’

As we could Ie-arn SO fqr, mobility support in WSN,S IS not operation in what they were originally designed for: segsin
an easy matter, irrespectively of the level at which it works reporting.
involving and dfecting all network com_ponents: _None of the Nevertheless, although we have concluded that adding @mpl
analyz_ed proposals c_lemonstra_ted ficent m_obﬂﬂy s_u_pport features, such as features based on heavy communication pro
associated with a reliable service. Supportlng mobilityhat tocols, requiring considerable amounts of memory (ROM and
MAC layer has der-nons.tra'Fed to be fhieient and extremely RAM) and CPU, should be avoidedfieient mobility support
complex due to the implications on duty cycle schemes. Onthg,,q 5 ey requirement of the scenario despite the fact tisat su
other hand, supp_ortlng moplllty at the netyvork layer sirfigd feature is tremendously demanding, as we demonstratedlin [5
the MAC layer, IS energetically more(ﬁgent, and _has the As such, a feasible mobility management solution had to be de
added value of being capable of controlling the entire h&nhdo veloped.
process along the_MNs pa.th. Unfolrtunately, most existing, ;g context, we proposed a new concept called Network
network layer mobility solutions require the nodes to handl of Proxies, or simply NoP, a flexible and transparent overlay
their own m_obility procedures, consuming precious ENergYynose main objective is to seamlessly free WSN motes from
_and processing resources. Mo_reover, as we have Concmd‘égmplex, resource-demanding tasks, without interferiritp w
in [5], supporting MIPv6 and derived solutions in WSNs Ieadsthe normal WSN behavior.

to considerable problems due to the fact that MIPv6 was nOIt\IaturaIIy the use of an NoP implies additional costs. Neaeer
engineered for constrained networks. less, although NoPs were mainly designed for critical sdesa
the concept can be used in any WSN for which the extra invest-

The referred problems and "m”at'Of?S were th(_e_mam drIVerr’nent is justified by the benefits, of which seamless mobility,
for the development of the WSN assisted mobility proposahuality of service, robustness anglieiency are examples.
being presented in the current section, which evolved from

the Network of Proxies concept proposed in [4] [5]. Being a .
network layer and network-based WSN mobility solution (see5'2' Proposal Overview
sections 2.3 and 2.4), it not only avoids complex duty cy- The Network of Proxies (NoP) is a wireless mesh net-
cle schemes but also relieves MNs from mobility managementork overlay constituted by resource-unconstrained n¢ides
tasks and procedures. nodes not having the stringent limitations of normal sensor
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Table 5: Comparison of 6LOWPAN (IP-based) mobility appiees

Latency Signaling Cost| Mobility handler State

LowMOB [49] Medium-Low | Medium-High | Network-based Simulated
Inter-Mario [50] | Medium-Low Medium Hybrid Simulated
Wang et al. [52] Low Medium-Low | Network-based Simulated
Sinniha et al. [53] Medium N/A Hybrid Proof of Concept
Camilo et al. [40] N/A Medium-Low Host-based Simulated

SPMIPV6 [54] N/A Medium-Low | Network-based| Analytical model
CSPMIPvV6 [55] N/A Medium- Low | Network-based| Analytical model

nodes), capable of handling enefigipcessingime-consuming  where we can see a proxy assisting a mobile node in choos-
operations on behalf of sensor nodes. NoP was proposed in tlirgg its parent node while it roams through the WSN. Applying
scope of the GINSENG project [1] and was designed to assistioPs on WSNs brings new possibilities and perspectives, suc
constrained networks in critical scenarios, such as hemlgh as, new mobility estimation paradigms.

systems, oil refineries or power plants, in which reliapiiind The following sub-section further discusses this exangse,
performance are essential. it is dedicated to explaining the use of NoP for mobility sopp

In its early phases, the concept relied on the existence of a

shared backbone [4]. Then, the idea evolved and in [5], along When used for mobility support, each NoP proxy is respon-
with an evaluation of MIPv6 in WSNs, we presented the firstsible for monitoring the WSN area within its range and take
version of the Network of Proxies and assessed its positive i note of the various motes’ received signal strength indisat
pacton the WSN side. Later, the concept was optimized, and aiRSSI). Depending on their location, motes are heard with di
implementation was developed, leading to the results aall ev ferent signal strengths by each proxy. By sharing the gather
uation presented in this paper. information on each mote’s RSSI among the proxies, the NoP
In Figure 1 we can see a scenario in which an NoP is superinis able to build what we call a "signature” for each mote. By
posed on a dense WSN. The figure separately depicts the WShhalyzing the "signature” of mobile nodes, it is then polesib

and the NoP in the upper part, and the two networks after sudynamically decide which is the best parent node for each mo-
perimposition, in the bottom part. bile node, manage the harftiprocesses, and instruct mobile
Several configurations are possible. A single NoP can be imnodes to change their configuration accordingly.

stalled to cover the entire WSN, several WSNs or just a secifiTable 6 depicts an example of the signatures of various motes
section of one or more WSNs, depending on the requirement an AWSN.

As previously mentioned, NoPs are transparent overlayishwh

means that these networks do not take part in or interact with

o Table 6: E le of data stored and shared by each iroén N
the WSNs at the application level, and that the WSN’s opera- able b Example of data stored and shared by each proxy iro

tion is undfected by them. HA HA P8 Pz P5

Nodes supervised by NoPs are named Assisted Motes (AMs), Mote | Parent] proxyID | RSSI (dBm)| RSSI (dBm)  RSSI (dBm)| RSSI (dBm)
1 7 -50

while WSNs supervised by NoPs are named Assisted WSNs o 2 3 3 -55 -70

H H H it 3 4 3 -60 -60

just AWSNSs. NoPs can be installed in both, new/anéxisting + | 10 s o5 20 o8 20

WSNSs. 5 4 1 -70 -65

Typically, an NoP is deployed following the Manhattan style | 7 | [, | o . 0 .

assuring that adjacent covered areas overlap. This leatis to -

ferent AWSN areas being covered bytdient proxies and also

in a different way. For instance, considering Figure 1 we can

observe that there are motes covered by one proxy only, which As we can observe in the table, for each node in range, each
means that they are located at the edge of the NoP, while thepgoxy maintains information on the parent ID (the parentenod
are other motes covered by as much as four proxies, whicbf the mote in the WSN), the Home Agent proxy ID (the proxy
means that they are located somewhere in the middle of theesponsible for the mote), the RSSI between the HA proxy and
NoP. This may be explored by the NoP in order to determinehe mote (HA RSSI), and, in the case the mote is under more
the areas in which the motes are, which can, in turn, be used fehan one proxy, it also keeps the RSSI between each of the
mobility support as explained in the next sub-section. other proxies (Foreign Agent proxy, FA proxy) and the mote.
It should be emphasized that the NoP is an overlay strudtate t This information is shared in an ad hoc fashion among proxies
does not interfere with the WSN itself. As already mentignedusing the NoP overlay. While RSSI and parent information
it can be used for assisting motes while they move through are obtained by sfiing the motes’ communications, the other
WSN, but this does not mean that the WSN topology/and items are obtained by sharing information among the NoP
multi-hop structure is fiected. This is illustrated in Figure 2, proxies.
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Figure 1: WSN patrtial assisted by a Network of Proxies.
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Figure 2: A proxy assisting a mobile node in choosing its par®de. This

scenario was taken from GINSENG project.
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As an example, considering node 3, we know from the table
that in the last communication this mote was heard by the HA
proxy with an RSSI of -60dBm, and also with an RSSI of
-60dBm by FA proxy P8, which allows to draw the conclusion
that this mote is somewhere between the HA proxy and FA
proxy P8. Considering motes 4 and 7, we can observe that both
are covered by the same proxies and also that both have simila
RSSI values, which allows to conclude that both motes are in
the same region.

Based on the signature information, proxies can easilyctlete
when a node is moving, and manage the WSN connections
along the path, either in intra-mobility or in inter-mobjli
scenarios. Moreover, the proxies can choose the best parent
node of each mote and execute all haffidqarocedures on
behalf of the motes. The process is totally transparentdo th
motes, which, on completion of the hartjosimply receive

a command to update their configuration (parent, address,
channel, etc.), interpreting these actions as simple tgpyol
updates performed by request of topology control modules.

An RSSI threshold is also used to define the optimal range
of each proxy. Motes out of this optimal range will not be
assisted.

As a final remark, although we are aware that RSSI might
be unstable and that radio ranges are not symmetric, our
experience shows that the described RSSI monitoring and
decision method isféective, and that in the vast majority of
cases the assisted motes are connected to the best par€ht. RS
is not only considered a reliable metric in WSNs [56], but
also a recent study concluded that we can use LQI to assess
RSSI [57], making this solution yet more robust. Furthereqor
NoPs allow evolving traditional mobility estimation metteo

to methods where the average RSSI can be analyzed, filtered
and compared, such as the method presented in this section.

5.3. Implementation and Operation

In their simplest form, proxies can be implemented by com-
mon, embedded boards running Linux, WinCE or Android, or
entry-level laptops running a standard Linux distributguch
as Ubuntu. ARM [58] provides a wide range of embedded so-
lutions capable of fitting dierent needs, including the ones of
NoP implementation.

This section presents several aspects of the NoP impleti@nta
directed to mobility support. These include the proxy saftsv
architecture, the mobility estimation method and the h&nhdo
protocol.

Based on the described implementation, several sets of-expe
iments were carried out to evaluate the behavior and perfor-
mance of the NoP solution infiiérent scenarios. The results of
these experiments will be presented in section 5.4.

5.3.1. Proxy Architecture

An NoOP is set up when two or more proxies establish a
wireless mesh network among themselves, using their IEEE
802.11 interfaces for this purpose. Since proxies havehall t
necessary features, they can also act as sink nodes, which
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Figure 3: Proxy software architecture.

means that an NoP may contain both Proxies and Proxy-Sinks.

Proxies can also act as Edge-Proxies when deployed betweenn—igure 4: Mobility estimation and hanffgrotocol performed via proxies.
different WSNs.

To be part of an NoP, each proxy must be, on one hand, capable

of communicating with other proxies via IEEE 802.11 and, on network;

the other hand, capable of monitoring one or more WSNs (in
the case of Edge-Proxies), via IEEE802.15.4. This chaiiacte
tic poses several challenges to the design and implementati
of these devices, forcing the use of, at least, twiedent radios e process data, and communicate between both sides (WSNs
and a mechanism for interconnecting them (note: this is also  and NoP) in real time;

the approach taken in [59], for instance).

Nevertheless, more than being a simplefsnj a proxy needs
intelligence, as it must be able to decide what actions shoul
be taken based on real-time information. For instance, én th
case of mobility, proxies must be capable of not only degjdin

when a specific mobile node (MN) should ha t also of software is to monitor in real time the RSSI evolution of each

performing all the handdprocedures on behalf of that MN. mote included in the database and marked as home node, in
Hence, to support this, the proxy’s architecture (Figure 3) - ’
. ; - order to perform the mobility protocol on behalf of the senso
includes not only the mentioned radio interfaces but also a

central unit (middleware), connected to a local data badken ?ho;[ea&sItelii:‘ir::enziig?sn:blrl1litf)i/c(§nttr|]Isczgahciﬁ“?tr;t; t'g]aelibtfgt
and accessible through a configuration frontend. P 9 y ging gnalregt,

and to perform the necessary mobility estimation and h&ndo

. . . rocedure using the IEEE802.11 ADHOC mesh network.
Proxies constantly monitor the networks to which they arqon our proposal, mobility estimation is done by the comperis

attached — the NoP mesh network(s) and the WSN network. . . SO i .
. ) : of the motes’ signatures, in which similar signatures widan
After real-time processing of all packets by the middleware -
; . that the respective motes can connect to the same parerator th
module, the data obtained from these networks is recorded i : .
) . he MN can connect to the mote with the closest signature. To
the local database, as presented in Table 6. The middleware.” . . - . . - .
; S . “minimize wrong decisions, in our experiments mobility et

module uses the proxy’s communication interfaces to trigge,. .
. ~® "tion is done based on the average of the last ten RSSI measure-
or perform the necessary actions. The frontend module is the

interface for configuration and management of the proxy softmentS ofa SpeCiﬁC node,

. : . When the middleware module detects that the average RSSI
ware. This module is outside the scope of the current pagkr an. nanaina sianificantl (varying,/-10dBm), it executes the
will not be further described. The NoP architecture recgiég- ging sig y ying '

proximately 180MB of ROM and 60MB of RAM, when in full ha_nddf procedure, using the protoc_ol presented n Figure 4.
operation. This value can be adapted depending on the requirements of

In summary, the NoP concept led to several requirements thzzlrt]e scenario. - .
' The protocol presented in Figure 4 uses UDP. In addition,

wer mm in the proxies’ archi re, allowiegrt : :
to? e accommodated in the proxies’ architecture, allo to improve the performance we used two dedicated UDP ports
' (one for receiving and another for sending) per mote listed i

e establish IEEE 802.11 ad-hoc connections with othefh® database.
proxies; The protocol is started by the home agent proxy (HA proxy)
sending a GET multicast request message to all proxy neigh-

e detect and communicate with at least one IEEE 802.15.40rs. Although Table 6 contains the shared informatiors thi
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e store, manage and share data regarding all the proxy neigh-
bors and all the sensor nodes in range;

e dynamically perform handts based on real time informa-
tion.

5.3.2. NoP handprotocol
In the current implementation, the main goal of the proxy



request will guarantee the most updated values from eacty pro start
at the time of the latest MN’s movement.

When a foreign agent proxy (FA proxy) receives a GET mes-
sage, it checks if the specified mote exists in its databétee |
mote exists, the proxy will then compute the average of tke pr
vious ten RSSI values for that particular mote and compare it
with the RSSI value in the received GET message. If the com-
puted result is higher, then it will reply with a MOTE #ADDR
#RSSI message, which contains the calculated RSSI average Sondng | Computng [ FACK
value. This method is fundamental to decide which proxy is in End MNconfig ~ \MN Config _J received
better position to deal with the hanfilo

On the other hand, the HA proxy stores all received RSSI galue

State 1 Sending State 2 #MOTE msgs
#GET received
event/Detect Waiting for
movement #MOTE

State 3

Choosing the
best proxy

Sending
#SET

noswIlL

4
State 4

entry/Waiting for #ACK
do/ Process #ACK

(contained in the MOTE messages sent by the various foreign Figure 5: HA Proxy state diagram.
agent proxies). After a time period proportional the nundfer

neighbors, the home agent proxy will send a SET message to @ s

the proxy that reported the best RSSI value, which might-be it Timeout

MN to, based on the signatures’ comparison, responding then Received AMOTE msg

_Check MN Waiting for
with an ACK message providing the care-of address (CoA) that inbos #SEL

self. That proxy will choose the next best parent to attaeh th ST\ #GET Sic2 Send Shaic3
Waiting
#GET

the mote should use from now on and the new parentid. When #SET
receiving the ACK, the home agent proxy extracts the CoA, | Foooe
assembles a Router Advertisement (RA) message and sends it Stated

to the mote via the IEEE802.15.4 interface. In turn, when the e Py ik
node receives the RA message, it loads the new configuration, Eng #ACK |- Choosing best parent.

- Getting COA

thus completing the hanéfoprocedure. In the case where the

best proxy is located in afierent WSN, the RA message also

contains the channel to which the mote should move. When the

best proxy to deal with the hanffas the HA Proxy, the SET

#RSSI and ACK #COA messages are not used.

After concluding the handf the HA proxy updates its local 54.1. Scenarios

Sink-Proxy (the WSN Sink-Node), which in turn updates its  t¢ seenarios used for evaluation of the NoP proposal are

internal tables or forwards that same information in case Obresented from Figure 8 to Figure 12. These scenarios were

inter-mobility. Topology cor?trol modu!es gpd routing mot based on the GINSENG project. For illustration purposes, tw
cols shou_ld then be responsible for maintaining the cosrsést photos of the deployment environment are presented in Fig-
of the entire network.

; : ... ure7.
Hence, the middleware module can operate in two distinct While moving in the oil refinery, the employees can move

erdeS: Fi\s ar I;'(A S\Ir?xz,i:\?hen tlitnSt?r:tf the Eaﬁc’:nocaiurer; « alone, in small groups or in large groups. In general, their
oras a A proxy, whe S acting inresponse 1o a PrOXYmovements are limited to specific paths, which, on the one

request. Figure 5 and Figure 6 present the state diagram for. . o
each proxy mode. As we can observe, in addition to the de?-]and’ increases the probability of large groups of empisyee

. ) b h ist i ¢ .~ moving together but, on the other hand, excludes random mo-
scription given above, there exist several imeout me ! bility. This case study thus poses several challenges texhe
to avoid deadlock situations. given above, there existragve

timeout mechanisms to avoid deadlock situation isting infrastructures, requiringffecient mobility support be-
eout mechanisms 1o avoid deadiock situations. tween diferent WSNs. NoP was designed targeting this type

5.4. Evaluation of cases, and th_e scenarios used in this evaluation repithgen
most common situations in GINSENG.

The implementation described in the previous sub-section . A
. . Scenario 1, presented in Figure 8, represents one or a group
was used to evaluate the Network of Proxies proposal, using

various operating scenarios. Several experiments were,don
not only to assess the intrinsic performance, regardingjifda

ity and load capacity, of the NoP concept, but also to compare
this performance with non-NoP, node-based mobility sohsi
using MIPv6, whose feasibility in WSN we previously evalu-
ated in [5].

Five scenarios were definedfldiring in the number of proxies,
number of MNs and movement pattern. These are presented i

the next sub-section, whereas sub-sections 5.4.2 to 5&sémt
and discuss the results. Figure 7: Photos of the GINSENG deployment.

Figure 6: FA Proxy state diagram.
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HA PROXY FA PROXY HA PROXY

—_—

Figure 8: Scenario 1: 1 HA proxy, 1 FA proxy and N motes movirgnf one

he other.
to the other FA PROXY FA PROXY

HA PROXY
— Figure 11: Scenario 4: 1 HA proxy, 2 FA proxies and N motes mg\d an
area accessible from both FA proxies, witlffeiient RSSI values.

FA PROXY
Figure 9: Scenario 2: 1 HA proxy, 2 FA proxies anf@2Nnotes moving to one \

FA proxy while the other 2 are moving to the other FA proxy. Each sub-group

of MNs is only accessible from the closest FA proxy. FA PROXY
FA PROXY

of mobile nodes (MNs) moving from one location under the

control of thell’. HA proxy .tO ano’[h?r .Iocatlon near one FA. Figure 12: Scenario 5: 1 HA proxy, 3 FA proxies and N motes mg\to an
prox_y. Th? objective of this scenario is to .evaluate thEd?aS' area accessible to all FA proxies, but wittifdient RSSI values.
configuration, when one HA proxy deals with just one neigh-

bor, performing the handbof one or more MNs.

Scenario 2 (Figure 9) introduces two novel aspects whefuently, when asking for information on MNs (GET message),
compared to scenario 1. In this scenario we have one adalitionthe HA proxy will receive two answers (MOTE messages) for
FA proxy and the MNs are split into two separate sub-groupsgach request, one from each FA proxy. Therefore, it will have
This means that a FA proxy is not able to detect packets fronfo choose the one with the best RSSI. In the case of using just
MNs under the responsibility of the other FA proxy and, thus,0ne MN it will move toward one of the FA proxies. _
the HA proxy will only receive one answer per MN, avoiding ~ Scenario 4 (Figure 11) is similar to scenario 3, with a sim-
the need to choose the answer with the best RSSI. ple difference: while in scenario 3 the MNs move in separate

Unlike scenario 2, in scenario 3 (Figure 10) each FA proxydroups, leading to dierent RSSIs for each FA proxy, in this

can listen to all the MNs, although withftérent RSSIs. Conse- SCénario they move all to the same region, maintaining tiesa
RSSIto each FA proxy. While in scenario 3 the HA proxy needs

to randomly deal with one of the two FA proxies, depending on

the one reporting the best answers, in this scenario it wdla
HA PROXY lyze the two messages anyway, but reporting always to the sam
FA proxy.

T
Finally, scenario 5 (Figure 12) introduces one more FA
proxy However, the setup is similar to scenario 4. The MNs are
moving together and all to the same area. The HA proxy will
have to choose between 3 answers per mote, all of them with
different RSSI values, although equal for all MNs.

These scenarios target the evaluation of the NoP load
capacity and the time taken to perform the hafidince the
middleware module determines the need to initiate the h@ndo
until the MN receives the RA message carrying the new CoA.
Figure 10: Scenario 3: 1 HA proxy, 2 FA proxies an®Motes moving to one For each scenario, we varied the number of MNs from 1 to 90,
FA proxy while the other X are moving to the other FA proxy, although both With intervals of 10, i.e., 1, 10, 20, 30, 40, 50, 60,70, 80 aad
sub-groups are accessible from both FA proxies. MNs. Because of logistic reasons we could not handle several
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Figure 13: Total time to handi Figure 14: Average time per mote to haitdo

MNs moving simultaneously and therefore, we were forced thandgt increases the total time needed to complete the task,
emulate the handbrequests. All the MNs were automatically jngependently of the scenario. However, looking in detail
inserted in the database and all of them required to Mérdo e can observe that scenario 1, the simplest one, requires

the same time, emulating the mobility estimation process, amore time than the other scenarios to complete the hmdo
well. _ when the number of MNs is higher than 40. As mentioned
For each case we performed the hafid®0 times and all the  pefore, more neighbors in the NoP means that the HA proxy
results presented in the next sub-section are the average @fj| increase the waiting time when requesting information

those 100 runs. o . However, this increase, fundamental to guarantee the tiecep
The proxies were laptops withférent hardware capabilities, o 5| responses, is not meaningful when the number of MNs

but all of them running Ubuntu 11.04. The used MNs were, handdt is high. Furthermore, through these results we can
all TelosB (MSP430 and CC2420) [60]. Because of logistiCypserye that increasing the number of proxies will help when
limitations, all evaluations with more than 10 MNs were doneihe number of MNs to handbis relatively high. We can also

by emulation, in which the MNs were emulated in softwareqgpserve the trend that, in general, increasing the number of

while the proxies were mai_ntained in hardware. T_his emaortati proxies (in the experiments, from two to three or four) letmls
comprised the record of simulated RSSI values in each prox¥ gecrease in the total time to hafitil MNs.

and the trigger of the hanéfrocess for each MN, originating

the handshake protocol of Figure 4 among all real proxies. Despite the number of proxies, the way the MNs moved also

created some fferences. We can observe the results of sce-
narios 4 and 5, where the MNs moved to the same area, and
compare them with scenarios 2 and 3, where the MNs are split
into two sub-groups, and conclude that when the MNs move al-
together the total time to hanfiégs more predictable, and there-
fore controlled, than when they move in groups. The increase
in scenario 5 is almost linear, and scenario 4 follows theesam
trend, with some small variations, as opposed to the remgini
scenarios, for which the linear increase is not apparent.
5.4.2. Handg'time and success rate A similar trend can, naturally, be observed if we look at the
For each experiment, we measured the total time that the saverage time to handigper MN, as depicted in Figure 14.
of MNs took to handff, the number of handis successfully Looking at Figure 14, it is important to note that not even in
completed, the number of unsuccessful hdfgjdhe success the worst and extreme case of the simultaneous h&ed®0
ratio, and the average time per haffdo emulated MNs did we have han@iimes of 1 second or higher.
Figure 13 presents the total time taken by the proxies tMoreover, if we consider scenario 5, in which the number of
complete the simultaneous harfilof all MNs, while Figure 14 proxies is higher, we can see that the average time per lfando
presents the average time per MN to haffidio the diferent  when simultaneously performing the hafidof 90 MNs was
situations. below 600ms, which is a very good result when compared with
the NoP solution with the conventional node-based approach
Analyzing Figure 13 we can first conclude that, as expectedas we will see later in this paper.
increasing the number of MNs simultaneously requiringBecause the total time to harflall MNs by all proxies and the
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In addition to the time taken by the NoP infrastructure te per
form handdfs, we also present the total hatidime, i.e., the
time up to and including the MN's processing of the RA mes-
sage and loading of the new configuration.

Last but not least, we compare the NoP solution with the con
ventional solution (i.e., MIPv6-enabled WSN nodes), usialg
ues determined in [5].
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Figure 15: Total number of completed hafido Figure 16: Total number of lost hanis.

average time per hantfaand per MN are not enough to com-
pletely depict the success of the operation, we also medsure =1
the number of successful harftiy losses and the respectivera- .|
tio per experiment.

Handdft failures can occur due to a variety of reasons, such as
system overload or radio interferences. When loading &syst o2}
up to a point close to one hundred MNs, even when assigning
individual sockets to the communication between each MN and .
the proxies, some losses can occur. 088 - N
Figure 15 presents the number of successful hiadwhich ose L )
means the number of processes completed, for all MNs, since
the proxy initiates the handiountil the MNs receive an RA
message with the new configuration. On the other hand, Fig- os| - - - - - . ~ - !
ure 16 presents the number of lost hafislcand Figure 17 com- Namber of NS to handof?

bines the results in Figure 15 and Figure 16, showing the suc-
cess ratio for each experiment.

Looking at Figure 15, we can observe that, in general, un-
til 40 MNs, all handdf requests were successfully completed.increase the probability of congestion and consequenesoss
Under this mark there is only a slightftérence in the 30 MNs  Looking at these results across all scenarios, we can see tha
case for scenario 3. From this point on, we can observe a smalie increase in unsuccessful hafidas not linear, in general.
relative decrease in the number of completed héisdstarting  Under the 60 MNs point the average losses will not be higher
with the 50 MNs case until the 90 MNs case. Starting withthan 4 handfis and above the 60 MNs point we can observe a
the 80 MNs case, the relative decrease becomes distinctly ngeneral upward trend, although the number of lost héisds
ticeable. If, on one hand, we conclude from the hahtdme  always below 20.
analysis that increasing the number of proxies (e.g., asén s The high handfi success ratio can be better observed in Fig-
nario 5) will increase the performance, on the other handame ¢ ure 17, where it is apparent that until the 70 MNs point there
now observe that scenario 5 completed relatively less hiédo js a success rate higher than 90% in the first héheath the
after the 70 MNs point, when compared to the other scenariogxception of the 30 MNs case in scenario 3. It is important to
However, under the 70 MNs point this scenario outperformegnention that, in the case of harfiifailure, the NoP middle-
all others. ware module will repeat the hanfi@ttempt after 3 seconds.

Analyzing Figure 16 we can confirm the conclusions pre-Figure 18 provides a complementary perspective of thetssul
sented above. The loss increase when increasing the numhgnesenting the relation between the average time to faadd
of simultaneous MNs handis is justified by the increase in the the handff success rate, considering the average of the five sce-
number of exchanged messages. This is corroborated by tharios. These are the two metrics that better depict theafiver
peak in scenario 5, that can be justified by the increase in theerformance of the NoP proposal, as they convey latency and
number of responses (MOTE messages) caused by the increas$iability information.
in the number of proxies. Although more proxies can improve Looking at Figure 18, it is clear that, although there is no di
the hand€ time, as demonstrated in Figure 14, this will also rect relation between the average time to hahdod the hand-
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Figure 17: Handfy success ratio per scenario and per number of MNs.
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rate. Average of the five scenarios.

TukeyHSD for successrate

> timeaov <- aov(data$time~datagmn) | —————

> summary (timeaov)

Df Sum Sq Mean Sq F value  Pr(>F) oo - w X
datagmn 9 1780311 197812 23.226 3.255e-13 *** N
Residuals 40 340682 8517 os b
> rateaov <- aov(data$success~datagmn) X
> summary (rateaov) o7 X s
Df Sum Sqg Mean Sgq F value Pr(=F)
datagmn 9 0.046032 0.0051147 5.1993 0.0001107 *** 2 0or
Residuals 40 0.039349 0.0009837 E-
E’i 05
Figure 19: One-way ANOVA for Average Time and Success Ratenpmber o
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Figure 21: Tukey HSD for the success rate.

5.4.3. Analysis of Variance Regarding the success rate, we can see in Figure 21 that only
the case of 90 MNs significantlyffacts the average.

In order to further assess the obtained results, we used thgance 1o conclude this analysis about the significanceef th

ong-wgy analysis of \_/ariance (one-way ANOVA) technique, apimpact of the number of MNs to hanfiat the same time, we
plying it to all scenarios, to check whether or not the imeict can conclude that using the proposed NoP architecture, we ca

the varying r_1umber Of_MN_S on the_success rate and on the ave|5'erform up to 50 simultaneous hart¥owithout significantly
age handfi time was significant. Figure 19 presents the resunsaﬁecting the average time per harjand up to 90 simulta-

Considering a significance level of 0.05, in Figure 19 we cameous handi@s without significantly &ecting the success rate,
see that both average time and success ratefiaeted by the considering a level of significance of 0.05.
number of MNs, their mean values being significantlffeti  In order to also analyze the impact of théfdient scenarios on
ent. The diference between the average times is indeed verthe obtained results, we also used the one-way ANOVA test. In
high, with ap-valueof 3.255x 10-12, while for the success rate the previous sub-section we did a visual analysis of thelteesu
that diference is not so visible, with@valueof 0.001107. In  and we could observe somefgrences between the scenarios.
order to see where theftérence lies, we ran the Tukey’s Hon- However, we did not know yet whether suclifdiences were
estly Significant Diference (Tukey HSD) test for both cases. significant or not.
Analyzing Figure 20 we can conclude that, in general, con- As we can observe in Figure 22, the obtainedalue of
sidering a significance level of 0.05, the average héititoe  0.6996 for the average hanfidime and 07284 for the hand-
is significantly dected after the 50 MNs point. This means off success rate demonstrate that thgedént scenarios did not
that increasing the number of MNs simultaneously perfognin create a significant tfierence in the final results. Although we
handdt over 50 will significantly &ect the average time of each could visually observe someftkrences, as mentioned before,
operation. they do not significantly féect the overall performance. Hence,
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> summary (scentimeaov)

Df Sum Sq Mean Sq F value Pr(>F) 900 - CONFIDENCE INTERVAL MIN 05%) = |
datag$scenario 4 98955 24739 0.5506 0.6996 CONFIDENCE INTERVAL MAX (95%) B
Residuals 45 2022038 44934

L 712.92 4
800 77088 77190

> summary (scenrateaov)

Df Sum Sq Mean Sq F value Pr(>F) 700 |- b
datagscenario 4 0.003705 0.00092623 0.5103 0.7284 05308
Residuals 45 0.081676 0.00181503 600 | ]

Time (ms)

Figure 22: One-way ANOVA to analyze the scenarios’ impacti@average
time and success rate.
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Figure 24: NoP versus the conventional solution MIPv6.
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Figure 23: Average time needed to complete the hfinduil the MN loads the
new configuration.
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we can conclude that the performance of the proposed NoP so-
lution is quite stable, independently of the used sceniay-
ertheless, we aim to extend this study in future work in otder 0
increase the proxies’ density and study its impact.

NoP MIPv6

Figure 25: Comparison of the energy spent by MNs during MIReée-based
5.4.4. NoP versus node-based hafido handdf and NoP-based hanfio

It is important to analyze how good the proposed NoP archi-
tecture is when compared with the conventional solutioms. |
conventional WSN solutions there are no proxies and the MN
must execute the hanfigprocess by themselves. To do so, w
compared the results presented above with the resultsnebitai
in a previous study [5], which analyzed the impact of using

90 MNs performing handdat the same time), we can achieve
eBetter results than MIPv6 doing just one hafido

Regarding energy consumption on the WSN side, since in the
presence of the NoP the MN only receives the RA message and
loads the new configuration, the energy it spends is consider

standard MIPV6 over WSNSs. able less than the energy it would spend if the node was rgnnin
In [5] we determined that each MN took an average of. &% gy P . asrg
MIPv6. To conclude, Figure 25 presents this comparison.

to receive the RA message and load the new configuration.

Therefore, if we sum this value to the average hdhplimcess-

ing time by the NoP infrastructure, we achieve the total titthe 6. Related Projects

handdt (i.e., the time taken by the NoP since it detects the need

to handdr until it sends the RA message to the mobile node, This section presents projects that deal with or are retated

plus the time spent by the mobile node to receive this messag&/SN mobility.

and load the newly assigned configuration). Figure 23 ptssen

these values, for a varying number of MNs simultaneously per AWARE [61] was a European project whose main objective

forming handd. was to develop middleware for the support of communications
In [5] we also determined the average time taken by a singléetween aero vehicles, such as helicopters, and groundrsens

node running MIPv6 to perform one harfilo/7190ms Fig-  networks. Those networks comprise mobile nodes, carried

ure 24 depicts this result along with the best and worst NoPy ground vehicles or people, which means that both sink

cases. nodes and sensor nodes can be mobile. Moreover, nodes are
As we can observe, even considering the worst NoP case (i.ehgterogeneous and, thus, the middleware must supportasever
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different devices and operate as an abstraction layer to theg sink mobility [67]. The e-Sense framework also specified
application layer. middleware components and the integration with beyond
Regarding mobility, this project does not approach hdihdo 3G mobile communication systems. e-Sense used a pre-
techniques. Instead, the project considers that mobilesod planned deployment approach and even had a tool for simple
must connect to new points of attachment as fast as possibleetwork planning. e-Sense used a TDMA-based network setup.
and then the middleware layer deals with connectivity issue
An adaptable routing protocol was developed to assure nodes RUBICON [68], an FP7 European project started in April
reachability [62]. 2011, aimed at developing a self-learning robotic network,
constituted by sensorsffectors, and robots. The objective
CitySense [63] was a project from Harvard University andwas to develop robots capable of adapting to the environment
BBN Technologies, sponsored by Microsoft and the Americarearning through the ¢tierent interactions. This self-learning
National Science Foundation, whose main objective was toobotic ecology could be used in several target application
deploy about 100 sensor nodes dispersed through the city @feas, such as assisted living and security, among others.
Cambridge, MA. Static and vehicular sensor nodes collecte®y using their mobility and sensing capability, robots abul
data about weather and pollution conditions. This projecintelligently adapt to each situation.
aimed also at providing an open urban large-scale platform
for researchers worldwide, allowing them to test their own Aiming at delivering a global wireless sensor and actuator
applications. CitySense is an example of a project where maaetwork (WSAN) framework capable of providing services
bility could improve coverage and therefo@@ency, through and applications through universal interfaces, SENSEI Rn F
the deployment of mobile nodes in vehicles with pre-definedeuropean project [69] started in January 2008. This project
and controlled routes, such as city buses. CitySense did nébcused on a highly scalable architectural framework, agnop
handle mobility itself but aimed at interfacing with mobédad  service interface and corresponding semantic specifitatio
low power sensors, obtaining data from heterogeneous mobiln dficient WSAN island solution, and a Pan European test
devices, such as cellular phones or vehicular sensors. platform for long term evaluation of WSANSs in the Future
Internet. Although SENSEI's main objectives did not target
WISEBED Wireless Sensor Network Testbeds [64] was armobility directly, some related work was carried out in the
FP7 European project whose main objective was to provide acope of this project, targeting mobility of multiple sink
large-scale, well-organize structure considering hgieneous nodes [70], routing of mobile elements [71], and study of the
nodes. This project aimed at dealing with hardware, softwar impact of mobility on SENSEI tridéic [72].
algorithms and data, and also at making the resulting, final
structure available to other research groups. WISEBED HOBNET [73], another FP7 European project, targeted
considered dynamic and heterogeneous nodes, and therefdhe development of solutions for Future Internet applarati
the project outcome can be a useful platform for mobilityfocused on energyfigciency and smart buildings. The project
evaluation. resorted to large scale, heterogeneous wireless sensariket
for monitoring and controlling entire buildings, with thiraof
CHOSeN was also a European project [65], launched tenaximizing their energyf@ciency. HOBNET used an all-IPv6
develop specific applications for real, large-scale wsgle approach, through 6LoWPAN. The project had a specific work
sensor networks in critical scenarios such as automotide arpackage on network protocols and architectures, including
aeronautic. The CHOSeN consortium was composed ofieterogeneous and mobile devices. This project resulted in
partners with wide experience, from chips design to appitioa  several scientific contributions regarding mobile sinksbite
software development, including also MAC, network anddata propagation, and indoor tracking based on mobile nodes
transport layers protocol design.
CHOSeN aimed at smart wireless sensor networks composedAs it can be seen from the above, some projects and
by heterogeneous nodes. The resulting smart network shouiditiatives consider mobility scenarios. Neverthelebg, tnes
be interoperable with other types of networks, such as wédnic  that took mobility research further typically consider ksin
networks. Therefore, mobility was an important requiremen mobility, not node mobility. This points to the facts that) o
considering the project objectives. Nevertheless, nofsignt  one hand, the research community considers that mobility
developments have come out of the project in this area. support at sensor node level is too complex and too demanding
for constrained sensor nodes and, on the other hand, theere ar
e-Sense [66] was a project that aimed at the exploration afio widely accepted WSN mobility solutions.
Ambient Intelligence through wireless sensor networkse Th
idea was to create a context-capturing framework that daedep
and mFegrated dierent inputs, focusmg on energfﬁe_lent 7 Conclusion
operation of the network. The considered scenarios were
equipped with multiple sensors and used heterogeneouly, par Despite all the technological development witnessed in the
mobile nodes in highly variable numbers. Besides, the es&en last few years, hardware restrictions of wireless sensdesio
consortium also developed some related work, mainly regarckeep being incompatible with the large amount of featuras th
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many researchers insist on including in WSNs, such as ad{2]
vanced routing algorithms, security mechanisms, datafusi
methods, and mobility, among many other. The research com-
munity is starting to recognize this and is looking at comple
mentary solutions that can relieve sensor nodes from tasks t
were not designed for.

In this paper we surveyed mobility in WSNs fronftérent per-
spectives. After a general characterization of mobilityvine-
less sensor networks, we presented and discussed WSN md4]
bility solutions implemented at the MAC layer. Subsequgntl
network layer WSN mobility was addressed, considering-solu
tions that were not specifically developed for low power and [5]
lossy networks, and solutions that were. Despite the existe

of many proposals, the conclusion is that they can hardly be
used in real deployments due to a variety of factors.

This conclusion was the main motivation for the proposahef t
Network of Proxies (NoP) concept and solution, which redgev
sensor nodes from performing complex mobility tasks by mov- 7]
ing them to the network side. NoP is an overlay structure that
relies on a self-configured wireless mesh network of proxies
capable of handling processor, memory, and energy-intensi
operations on behalf of the sensor nodes.

Using mobility as case study, and through implementatian, w
demonstrated that NoP is capable not only of triggering a&md p
forming the handfi of sensor nodes faster than conventional
solutions (i.e., solutions in which the same operationstlaee
responsibility of sensor nodes), but also that it is capalble
handling several mobile sensor node hdi&lat the same time, [10]
under diferent scenarios. Specifically, the experiments led to
the conclusion that the implemented NoP, based on standard,
off-the-shelf hardware, allowed the handling of up to 50 simul-
taneous handts without significantly fiecting the average per-
mote hand& time, and up to 90 simultaneous hafidavithout
significantly increasing the probability of failing the fdoft.
Moreover, when compared to node-based MIPv6 conventional
handdt, the NoP solution is greatly beneficial in terms of hand-
off time and node energy consumption, which demonstrates th?ltz]
the use of an additional structure is largely compensatdtdy
improvement in overall WSN performance. NoP is, thus, fun-
damental in critical scenarios, such as GINSENG, whera-eli [13]
bility and performance control are key requirements.

As future work we plan to explore the NoP solution in scergrio [14]
with more sensor nodes and proxies per area, and with several
WSNs, in order to further characterize the benefits of the pro
posed approach and explore its potential.
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