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Summary

The paper deals with the data gathering in theimeswith the
large number of end nodes. This situation can peesented by
the networks with the IPTV service or by the moriitg process
in the large-scale wireless sensor networks. Thie mien of this
paper is to propose and investigate the implemientaif the
Tree Transmission Protocol for IP networks into tkestricted
wireless sensor networks.
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1. Introduction

With the emerging application feasibilities of thwreless
sensor networks (WSNs), several efficient algorihend
protocols proposed for the IP networks could beliagp
with some modifications into these energy and badiidw

to outperform the mentioned issues and its perfoomas
investigated further. In the WSNs, we battle witie t
similar issue. Since the WSNs are composed of igle h
number of narrow sensor nodes, the optimizatiorhef
energy-intensive data reporting process becomes the
manner that need to be effectively solved. Forfthere,
there is a considerable effort to merge the quifierént
networks such as the IP and WSN networks and that i
why, the several protocols for IP networks could be
successfully applied to the WSN environment. Henee,
consider applying the efficient TTP protocol for
hierarchical data aggregation in IP networks to \t8N
environment, where it can serve for the energycieffit
data gathering from the large-scale sensor netwdrke
rest of paper is organized in the following man@&rapter

2 describes and evaluates the performance of tieoped
TTP protocol. In the chapter 3, the most known iraut
protocols for the WSNs are summarized. In chaptevel
define the limitations of the TTP for the implematidn to
the WSN and in chapter 4, the radio energy modgV/sN

restricted micro sensor networks. With the growing is evaluated. The chapter 6 brings the conclusiuh the

number of Internet users, the recent research in
networks is devoted to the effective communicationthe

large-scale IP networks. Suitable example couldthse
issue of the IPTV applications with the huge nursbefr
receivers taking advantage of the RTP/RTCP protdeol

|Pfuture work.

2. Tree Transmission Protocol — TTP

accordance with the RTP/RTCP specification [6], the TO outperform the issues mentioned above, we have

receivers send in the periodic interval report ragss to
inform the IPTV server about the quality of the timaedia
content receiving. In this report, the informatiamout the
delay, jitter or packet loss is transferred. lols/ious, that
sending side needs to receive this information wfith
shortest delay to react at the unexpectedly comiglan
the network. In accordance with the specificatiép fhe
feedback report interval is linearly dependent d¢we t
number of receivers. Therefore, with the growingnber
of receivers in the given session, the report vater
reaches the unusable values. To settle this isaweral
approaches optimizing time delay of the receivessorts

were proposed. The TTP protocol was recently pregos

developed a new protocol referred as TTP (Tree
Transmission Protocol) [2] [3] ensuring the creatand
management of the effective hierarchical structtoe
large-scale IP sessions. TTP allows the transnmissio
great data volume in the short times through thegively
narrow links. It utilizes the centralized approdolgether
with the summarization mechanism to gather a data f
the large number of nodes. If the number of nodeseds
the certain threshold, the summarization is perémmm
more aggregation levels. However, to completelylapp
our protocol, several new components need to bagaty
to the given network (see Fig. 1). Basically, thel @odes
(rev) need to find out its geographic position (choates)
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to determinate to which summarization node sené.dat which, the feedback interval does not exceed theeds
Application running at the end node uses the GNIiBH& threshold defined according to RTP/RTCP standard.
Network Positioning) [4] and Vivaldi [5] algorithnto

estimate the correct geographic position of thewgimode.

The position ranging is performed by means of the RFT

Landmarks (LM) whose position is well-known to all

nodes. The RTT (Round Trip Time) counted by medns o FT FT level FTn
the ICMP messages was determinate as the basi@c metr : : : :
for the position estimation. When the locationqass is :
done, all end nodes send own geographic coordmator FT ET ET FT FT lovel FT,
the FTM (Feedback Target Manager) that computes the & VAR

optimal hierarchy of the summarization nodes FTs
(Feedback Targets). The form and capacity of this
hierarchy structure illustrated in Fig. 2ossed on the
session conditions announced by the sender (S)rddte Fig. 2 Hierarchy structure of FTs

of the whole structure situated in level 0 is theoR In accordance with the formula (2), we are able to
Feedback Target (RFT), common FT node that determinate the number of the FTs for ihe eacH levihe
communicates directly with the S. This S could be

represented by the IPTV server in case of the IPTV HA tree. Here, then parameter stands for the number of
leaves in the next lower layer.

rCv rcv rcv rev rov oV eV rev fov feV [V fev ey

session.
1 :n < Ng
E s = RFT Hep(n) = {1 + Her(n/Ns) : n > Nq [—] 1)
ém | “ 9 y
FT s
85 2/ @ Ler(n) = [n/Ns] -1 @
8 g g H
Q g =] FT
g f =) _; From the formula (1) and (2), we calculate the Itota
%F = number of FTs for the whole session, see formyla (3
; rev
= 1 0
- _ n<
Q QECV = é Ner(n) = {LFT(n) + Npr(n/Ns) :n >0 =1 G
E Sender —% Root Feedback Target gy Feedback Target Manager The results from the Matlab simulation were obtdiffier
(SR) (RFT) (FTM) . . X
the following network conditions:
% Feedback Target Landmark g Receiver (end node)
(FT) (LM) (rev) Session bandwidth 4 Mbps
Report interval 5 sec
Size of report message 480 b
Fig. 1 Network components needed for TTP architectu Size of aggregated message ... 8000 b
Number of end nodes ... %0

The S requirements include the demanded bandwaith f
the given multicast session and the assumed nuwier ag gne can see in Fig. 3, there could be just onky HA

clients interested in the session. We have usetbtheula level for the network scale of 1000 end nodes. \Mihéz
(1) to compute the number of necessary let&ign) (s  nymper grows up, the creation of the multilevektis
Fig. 2) for the specific number of end nodes. Retarn necessity. For the session with the 1 million eades, the

stands for the number of nodes. The S requirementsya tree needs to be organized into the three levgjs
include the demanded bandwidth for the given ma#lic  FT\ maintains the set of FTs and forms them to the

session and the assumed number of clients interestbe hierarchical tree structure. Thus the FTs can iréins
session. We have used the formula (1) to compuge th jntormation from a huge number of receivers to raglsi
number of necessary levet-(n) (see  Fig. 2) forthe noge (RFT) in very short time when compared with
specific number of end nodes. Parametatands for the  RTP/RTCP standard. FTM also monitors the number of
number of nodes. _ nodes and when needed, it updates the hierarctimal
Obviously,Her(n) = 1 for the number of receivers leNS structure. As the algorithm is proposed to use @stemt
parameter that stands for the number of receivers f bandwidth, when a few receivers are connected, ang.
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start of the session, it could lead to send thentsptoo
often. Therefore a good idea is limit the lower hdwby
5s. This constant is also used in RTP/RTCP standard

3

Number of HA levels [-]

Z]IIII

1,401

1,E+02 1,Ee+03 1,E+04 1,E+05 1,E+06

Number of end nodes [-]

Fig. 3 Dependency of the number of HA levels oa tiumber of the
end nodes

To use the TTP protocol for the efficient data gaiting
from the large-scale sessions one need to knowrentoe
properly place the reference points LMs. To setitlis
issue, we have implemented the “Global Network
Position” [1] JAVA application simulating the GNa
Vivaldi algorithms (mentioned above) for the
determination of the optimal LMs placement. We have
performed the simulation of our approach in the st
where we have investigated the dependency of the-ti
interval reports on the number of the HA tree lsvel
Furthermore, we have compared the obtained rewitis
the DT (Direct Transmission) approach, where alfle®
send reports via the unicast channel directly &©Sh This
DT approach is used in nowadays IPTV sessionstleeg.
simulation conditions were kept same as in thet firs
investigation.

Network scale = 10° end nodes
10000

'S
N\

\‘*v——a———“
1 T

1 2 3 4
Number of HA levels [-]

=
[S)
S

Feedback interval [s]

=
o

| —#— DT (rtcp) ——%—TTP (rtcp) —&— TTP (opt)|

Fig. 4 Optimization of the feedback report timethathe growing
number of the HA levels. And comparison with thencoon DT
approach.

For the DT approach, the number of the HA levelesdo
not affect the final feedback interval, since teparts are
transmitted via unicast directly to the S. Thiemal was
calculated according to RTP/RTCP specification & [

Hence the feedback interval remain constant atvéthee
of 3834 sec. To ensure the certain quality of IPSEgsion,
this feedback interval is absolutely deficient. Newe
have evaluated the two approaches for the efficikta
gathering based on the TTP model. The efficiendgims
of the feedback interval of two structures referesdthe
TTPrrcp and TTRpr were compared. In the TERp
structure, the feedback interval of report sendmgset
according to the RTP/RTCP specification at the $his
interval is applied at the rcv level (see Fy.) while
the report interval in the rest of the FT hierarcisy
calculated in dependence on the number of the IF€ac¢h
level. One can see in Tab. 1 that with this kiR
structure the 3-level hierarchy is constructed fbe
session with the f@eceivers. Feedback interval optimized
by means of this approach is reduced at the 17 betse
second TTEystructure illustrated in Fig. 4, the feedback
interval at the rcv level is decreased under thec5s
threshold at the cost of the FTs number increasinte
higher level. For 1 million receivers, 3834 FTs aesd
needs to be established in the first FT level (Bale. 1).
We can observe, that the 4-level structure of thBgpt is
able to reduce the feedback interval at the vafiz®sec.
Thus, this approach absolutely outperforms the faekl
intervals calculated by the DT model of data gatiger
used in the nowadays large-scale IP sessions.

Tab. 1 Number of particular FT nodes for each lefehe HA tree

HA level FT (TTRQT(;F) FT (TTPOP‘[)
1 150 3834

2 7 115

3 1 11

4 - 1

TTP protocol is more complex and its comprehensive
description is out of this paper scope. For more
information see [1].

3. Related Work for Data Gathering in WSN

Energy issues of WSN applications attach importamte
utilized data routing mechanism. Using of the tiiadal
routing protocols proposed for ad-hoc wireless oeks
[8], [9] runs up against specific WSN charactecisgtiich
as data centric approach, application specificirequents,
local data correlation and nodes without its glolaibjue
IDs. That is why the WSN routing protocols havarieet
different requirements (application specific, datntric,
energy-aware, data aggregation capability). Thiaptér
summarizes the most known routing protocols in WSNs
using certain type of hierarchical aggregation psses.
The hierarchical data gathering and aggregationemfad
WSNSs was firstly introduced by Jiang et. al in [1i4] this
model, a coverage area of the sensor nodes isedivito
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overlapping clusters and data from each clustersarg developed [14]. In comparison to LEACH, it diffessly
towards the base station through a specific nodiedca in set-up phase; the phase of data transmissiominem
Cluster Head (CH) taking care about the data aggjiay unchanged. A CH election is held in a base statiath
from ambient nodes. All nodes in the specific dustend node sends information about its current locatiowd a
its measured data to assigned CH performing theremaining energy level to the base station nodé tha
summarization and aggregation tasks and transmit arsubsequently forms the optimized clusters with Gid
aggregated message (referred as the data histogcam) using simulated annealing algorithm [16] to solve-hard
another CH or directly to the base station. The NNEE problem.

APTEEN, PEGASIS, LEACH and its modifications are The LEACH-F (LEACH-Fixed cluster) [14] is another
the representative of this routing approach ang the LEACH modification. LEACH-F as opposed to LEACH
described further. Hierarchical routing protocobnche forms the fixed clusters with the CH position raiat The
further classified according to the clustering aidon as main idea is to save energy in the set up procEss.
the distributed protocols, LEACH (Low Energy Adajeti clusters are formed only in the first time usingA®H-C
Clustering Hierarchy) [12], HEED (Hybrid Energy- algorithm and then only the position of the CHs is
Efficient Distributed clustering) [13] and centzdd changed. However, the LEACH-F is quite impractical
protocols, LEACH-C (LEACH-Centralized) [14] and since it does not provide scalability and abilityatdjust its
BCDCP (Base-station Controlled Dynamic Clustering behavior when the nodes become dead. And thatys itvh

Protocol) [15]. does not find any concrete utilization in WSNs.
The LEACH protocol was proposed by Heinzelman The above mentioned LEACH based protocols
et. al in [12] as a first energy-efficient hieraigzi consider specific system parameters and single hop

algorithm for wireless sensor networks. Now it sigifior communication inside the clusters. But in genetiadre
the most popular WSN routing algorithms. The LEACH can be system conditions that would have betterggne
operation is divided into the time rounds. LEACHMs consumption results with multi-hop communication.
clusters in the whole network and elects the CHhat Therefore, the M-LEACH (Multi-hop LEACH) was
beginning of each round. Other nodes in the clusterproposed [16].
subsequently subscribe themselves to the concrete C When the network operates in a reactive mode the
When the subscription process is done, the CH loaxsid TEEN (Threshold sensitive Energy Efficient sensor
the TDMA schedule that assigns a time slot to eamte. Network) protocol [12] could be applied. It is aofwcol
After the CH receives data from each node, it pgees  designed for an application where the nodes sense
gathered data and transmits aggregated informsdioard continuously theirs environment and transmits daity
the base station. Since to be the CH spends adsrabie when measured value reaches the given hard thceshol
amount of energy (caused by data processing andspecified in the initial setup phase. There is heot
transmitting to the far distances) its role is tethamong  threshold called the soft threshold that is comgpaséth
all nodes in each cluster. The CH election is penéa in the difference of the subsequently measured vallien
the first phase (set-up phase) of the round wherenbdes  the difference is higher than soft threshold and
elect itself to be the CH [12]. consequently the last measured value is above &g h
threshold the node sends alert message to thestestsm.
APTEEN (Adaptive Threshold sensitive Energy Effitie
4) sensor Network protocol) is an improvement to TEkd
enhances the function of TEEN by periodic data
T(n)=0, otherwise collecting. The Directed Diffusion paradigm in W$hB]
is a different approach in field of data fusionheiques. It
Each node generate the random number <0;1> that igs based on a query from a base station to getrigtion
compared with the threshold valuiEn) computed in  about specific interest and its location. The ieseris
accordance with the formula (4). If the random nemils defined according to a selected naming-scheme and i
less than the thresholf{n), the appropriate node acts as diffused through the sensor network.
the CH for the current round. In the formula (48)stands
for the percentage of the clusters in the sensdd,fi is
the current round an@ is the set of non-clusterheads in 4. TTP limitations for Wireless Sensor
the last I rounds [12]. The percentage of the clusters is  Networks
established in terms of the network density andltmgy
and the cost of the computation and communication.We have proved that TTP works well for efficienttala
Authors of [12] have defined the optimal valuePot 5%. gathering in the environment of the large-scale IP
Since LEACH does not guarantee an efficient depkrym  sessions0. But, it is obvious that this protocdigieed for
of CHs, an enhanced protocol called LEACH-C was the IP networks cannot be implemented to the WSN

P
T(n)——I_P(rmod%), neeG
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environment without the crucial modifications. Henave described above, to find out own position the eodes in
have to retransform the feedback delay optimizatibn TTP measure the RTT parameter toward the LMs. In
TTP to the energy-efficiency optimization mannertioé WSN, the similar approach could be used. We asghme
TTP/WSN to prolong the sensor network lifetime. random deployment of sensor nodes with the certain
The computing and communications capabilities ef [fh prediction of nodes position. From this assumptiea,are
networks are many times powerful than the facgité the able to pose the definite number (3 minimally) &ference
restricted wireless sensor networks. In WSN, weehimv  nodes (referred as RN) in the specific locatiore €hergy
battle with the restriction in terms of the enesppplies, supplies of these RNs will be sacrificed to acttlas

the narrow bandwidth and the constrained computinglandmarks for the rest of sensor nodes computing ow
processes. To go ahead, the main conditions ofMB& geographic position by means of them. These RNt tha
environment need to be defined. We consider aserve just only for the localization process reeevgreat
homogeneous network where all nodes have the sameamount of queries and thus they die earlier thanother
communication and computing capabilities togethéhw common nodes. The RSSI (Receive Signal Strength
the same level of the energy reserve. At this pemturn Indication) and LQI (Link Quality Indicator) coulie used
aside from the described TTP network structure,revtiee as the metric for the localization process. In fetuwve
aggregation FT nodes are more powerful than the endsuppose to investigate the energy consumption isf th
nodes. Since the aggregation process consumes thapproach via the ns2 simulations and the real nmeamsant
considerable amount of energy, the function of the in the BENS laboratory (Brno - Experimental Netwark
aggregation nodes referred in WSNs as the CHsSensors), experimental sensor network containing 10
(Clusterheads) needs to be rotated among all nddes. sensor nodes Crossbow MicaZ [7].
rotation process is necessary for spreading ougtieegy-

load of the aggregation process and thus to réhaisame one-hop BS multi-hop
energy-level of all nodes in the sensor field. Rennore, FEREN

as we show later in the chaptertbe communication in — CH, CH,

WSN is the fundamental energy consumer. From this
reason, the number of transmission during the ainiti : : :
network configuration and data collecting processchto — o S GH Bosl o

be kept as low as possible. Hence, the TTPs cimsdal SN STIN SN SN S
approach must to be retransformed to the distribute "

L, sh sn snsh snsn snsh sn sh snsnsn sn sn sh sl

manner tO reduce the Communication W|th the bﬂ&)ﬂt ‘ BS ... base station, CH, ... clusterhead in nlevel, sn... sensor node ‘
(BS) that controls the structure of the created tk&% and
thus to prolong the network lifetime. BS maintaihe Fig. 5 Hierarchical structure for TTP-WSN extensi@ase station

communicates directly with all nodes in sensodfigheras the sensor

form of HA tree, but we try 1o force sensor nodesbe nodes use the multihop communication to reach teeBtation.

self-organized as much as possible. For exampleniine

sensor field will be expanded with a new set ofemdy  As well as in the TTP model where the FTM is alde t
the human intervention, this set needs to joinffiteethe  communicate with the all nodes of the sessiontHerTTP
existing HA tree with the minimum BS CooperatlorheT -WSN extension, we consider the asymmetric

dynamic form and structure of the WSN and TTP feee  communication where the BS is capable to commugicat
the common behavior for the both environment angs th  directly (by one-hop) with all nodes in the sensetd

the proposed algorithms for TTP tree could be parsled  whereas the nodes are capable to reach the BSheia t
in the WSN case. However, the often changes in themuyltihop transmission. This situation is denotedFig. 5.
number of sensor nodes are not expected. Since the sensor network is divided into the sdvera
In the TTP protocol, all nodes locate own geographi clusters where for each cluster one specific nade as
position by means of the triangulation algorithmstbe  the clusterhead, for the far-away clusterheadsnirgy-
focusing at the LMs reference points. Most of the yneconomical to transmit aggregated data directlyhe
protocols mentioned in the chapter 3. supposedtatibn BS. Hence, we consider using of the multihop
awareness sensor nodes in scale of thousandsl@mmsil  communication for the CHs or as well as in the TTP
However, these expectations are rather out of ¢adity. model, to form the multilevel hierarchical tree whelata
GPS equipped nodes are very expensive and theifyjll be aggregated in the multilevel hierarchy dfi€(see
considerable energy consumption is also a big daalub  Fig. 5). During our investigation and designing ToFP-
Hence, these GPS equipped nodes are not suitable tQuSN extension, we would like to combine the basits
deploy in the large-scale low-cost WSNs. Our appino&  the TTP and LEACH algorithms. Nevertheless, in castt

to investigate the WSN in the scale of up to 100@as  of the LEACH we assume the forming of the fix carst
that will use the GNP [4] and Vivaldi [5] algorittemto  peing constructed just once at the beginning st fitata
determinate own position in the sensor field. As we gathering process, such as the LEACH-F. In the odise
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the WSN expansions with another set of sensor nodesenergy consumption. In order to optimize this goest

then the clustering process will be performed agahe

guaranteeing an extra life time for each sensoenothny

new nodes announce to the BS that performs the rejprotocols have appeared to optimize the duty cyRlgy

clustering process.

5. Investigation of Radio Energy Model

To investigate the energy-efficiency of the promgbse
TTP/WSN protocol, it is necessary first of all teatuate

cycle is composed of two stages, first one whegestinsor
node is sleeping to save the energy, and anotleewbere

it wakes up only to send or to receive appropriate
messages. These protocols are quite complex but
theoretically they are indispensable. At the monmaahy
protocols were presented, simulated, but just a few
implemented successfully. IEEE 802.15.4 protodlols

the energy-cost of the fundamental communication natively the management of duty cycle. In [19] its

processes such as the transmission and receivitggses
of the sensor nodes. To fulfill these requiremewts have
described the energetic mathematical model
consequently performed the real measurements \wigh t
MicaZ motes [7].

For the description of the mathematical model, fibgt

operation is analyzed. Many studies have been pee
in order to save energy, but the major consumethef

andenergy supplies is the radio communication. In this

section, we present the real consumption of Micaxtem
with an MDA100CB sensor board, running Tiny OS-A.x
different scenarios. The experiment scenarios aretd

order radio model from [12] was used. This model is jn Tab.2.

illustrated in Fig. 6.

E(d) E

k-bit packet k-bit packet
[ Receive [

electronic

L

Transmit TX
electronic amplifier

Eaxe* k E:*k*d®
Fig. 6 First order radio model (redrawn from [}2]

To transmit the message with the size kobits, it is

Tab. 2 Parameters used for the energy consumptjzerienent

Evaluation Protocol used Packet | TX
No. size interval
1 |IEEE 802.15.4 10B 5s
2 IEEE 802.15.4 36 B 5s
3 |IEEE 802.15.4 45 B 5s
4 IPv6 45 B 5s
5 IPv6 129 B 5s

necessary to consider the energy consumption of theEvaluation 3 and 4 uses the same packet lengtttheyd

transmitter and receiver circuits’ activatifie, as well as
the energy cost of transmit amplifi&,., to reach the
acceptable §#No [12]. During the transmission it is
necessary to assume the energy téstue to the channel
propagation. Thus to transnkitbit message to the distance

were performed purposely to compare the differences
between IEEE 802.15.4 and IPv6 transmission
consumptions. The IPv6 stack was successfully
implemented to the TinyOS by the 6lowPAN research
group [20]. To achieve the size of 45 bytes in IEEE

d, the radio interface consumes amount of energy802.15.4 it was necessary to tune the protocordemto

calculated according to formula (5).

Erx(k,d) = Erx—_etec(k) + ETX—amp (k,d)
= elec*k+Eamp *k o+ d?

(5)

The calculation of the energy consumption of theeiéng

support an active message with a payload greater 28
bytes, in this case with the 37 bytes of payloadliation
No.5 was performed to investigate the impact ofltnge
packets in 6lowPAN, forcing fragmentation, whichane
two packet sent per message. In this case, at Bytbere

was received one packet with 108 bytes more thathan

packet with 21 bytes to construct the message at th
6lowPAN layer. Fig. 7 presents the consumptiorome

according to formula (6).

Erx (k) = Erx—ciec(k) = Eeiec * k (6)

1,5V) were used as the power supply. This kindhef t
supply was not changed during of all evaluations.

By the investigating of the Fig. 7 trends, it i3spible to
observe that the three last cases consume morgyethan

the two firsts. It is also possible to see, tha kst one

In the next paragraph, the energy consumption ef th was the most expen;iyg. The final results obtaamedhe
communication processes in the real wireless sensodifference of the initial and end voltage-level are

network is investigated.

WSNs are based on IEEE 802.15.4, a layer 2 protocol

designed for Personal Area Networks (PAN) compdsed
limited devices. However, sensor nodes are moréein
yet, than conventional devices, being the maineistie

illustrated in the Fig. 8.
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Tab. 3 Energy consumed for different message size
resumes the consumption per message in one hour of
po - 2700 operation for all evaluations. By the values obaton,

et the difference between each case becomes evident. F

instance, the same application for IEEE 802.15¢lise a

-

2700

.......... 2670

Battery consumption [mV]
>
fo)
o

st |28 2647 45 bytes pa_lcket spent more energy th_an a 36 byﬂespa
et — and the difference in packet size is not so evident
2620 e = e However, the same results were not appeared betiheen
2600 experiments with the 10 and 36 packet length, sthee
0 300 600 900 1200 1500 1800 2100 2400 2700 3000 3300 3600 difference of packet size is not considerable, ththes

divergence of the energy spent is not relevant for

fime [s experiments samples with the length of one hour.
IEEE802.15.14 (10 bytes) ~ ======= IEEE 802.15.4 (36 bytes) Since we have proved that there is no considerable
.............. IEEE 802.15.4 (45 bytes tunning) IPV6 (45 bytes) difference between the energy consumption of the
_______ IPV6(129 bytes) transmission process of the IEEE 802.15.4 and B |
protocol, we have performed the second experiment t
Fig. 7 Energy consumption at the begin and thecéitide evaluate the cost of the receiving process with IEhe
experiment for the different size of message. protocol. During one hour, the one MicaZ mote was

] programmed to receive one 45 bytes message per 5
We can conclude that if the common IEEE 802.15.4 geconds. Simultaneously, this mote reported itsebat

packet length is used, the battery consumptionli®st  |eye| each 5 minutes. The obtained results arstitited in
same. However, if the CC2420 definition is changed, Fig. o,

order to support an extra large packet with a paylo

greater than 28 bytes, it consumes as much energlyea 2675 —=
test with IPv6. We can also conclude that IPv6 tfoe 2670 AN |' Ve =16.97mV |*
same packet size, i. e. 45 bytes, consumes allm®siaime = 2665 R N
energy as the tuned IEEE 802.15.4. < 2660 N N
g 2655 N 2653,29
25 22,68 2650
2645
20 17,19 17,4t —
2640

Battery consumption [mV]

15 11,59 11,68 ——— — 0 5 10 15 20 25 30 35 40 45 50 55 60
10 — Time [min]
] I Fig. 9 Energy cost of the one hour receiving pssagf the 45 bytes
5 —— — message received each 5 seconds. Protocol usé€d: IPv
0
10 36 45

From the obtained results, the real cost of rengivi
129 process of one 45 bytes message can be calculbibed.
voltage-value depleted during 3600 seconds expeatime
wasdiff = 16,97 mV. Since the message was received each
Fig. 8 Energy consumption per hour/bytes 5 seconds, we can calculate the cGgf, of the one
message receiving according to formula (7):

Packet Length [bytes]

M |EEE 802.15.4 = lpv6

However, it is a quite superior to the normal IEEE
802.15.4, which is traduced in the complexity o¥8PIf _ Vairy 1697 _ (7
. ; . Crep = Xmi= X 5=235uv
we use a large packet of IPv6 i. e., forcing fragtagon, t 3600
the battery consumption increases significantlyowimg .
that in one hour 3600/5 = 720 messages were sentaw  The Vqr parameter stands for the voltage difference of

present the results listed in Tab. 3. trend in Fig. 9t is the time of the experiment amd
parameter represents the message receiving intémah
Tab. 3 Energy consumed for different message size this result, one can observe that the cost of ¢oeiving
(23,5 uV) and the transmitting process (24,18 uVable
Protocol IEEE 802.15.4 IPv6 3) reaches nearly the same values.
mstsess"’]‘ge size | 19 36 45 45 | 129
Volts/message

16,09 16,22 24,29 24,18 31,5

[uV]
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6. Conclusion and Future Work

In this paper, we have investigated the efficienfythe
Tree Transmission Protocol for the effective datthgring
in the time manner that could be successfully ugetthe

IP networks with the IPTV service e.g. We have pdyv
that TTP protocol is able to outperform the present
RTP/RTCP standard used for the IPTV applicatiofsces

the TTP protocol obtains the successful results,heee
proposed its extension to the WSN environment, e/liee
time-delay optimization needs to be re-transfornmethe

energy efficiency manner to prolong the sensor agkw
lifetime. To accomplish this, the fundamental radiergy
model needs to be defined together with the real
measurement in the sensor network to obtain thi sol

values for the future investigation. In the futuverk, we

plan to implement the TTP protocol to the network [16]
simulator 2 and evaluate its performance in the WSN
environment. Furthermore, we assume the implementat

of TTP/WSN extension into the real sensor netwbek ts

situated in the BENS laboratory to evaluate theppsed

protocol in the real WSN environment.
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