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Abstract—Ensuring the correct presentation and execution
of web sites is a major concern for system developers and
administrators. Unfortunately, only end users can determine
which resources are available and working properly. For example,
some internal or external addresses might be unavailable or
unreachable for specific clients, while seemingly available re-
sources, like JavaScript, might run with errors in some browsers.
While standard monitoring and analytic tools certainly provide
valuable information on web pages, problems might still escape
such measures, to reach end web users. To demonstrate the
limitations of current tools, we ran an experiment to count web
page errors in a sample of 3,000 web sites, including network
and JavaScript errors. Our results are significant: as many as
16% of the top 1,000 sites have errors in their own resources; less
popular sites have even more. Based on these results, we make
a review of three client-side monitoring approaches to mitigate
such errors: stand-alone applications, browser extensions and
JavaScript snippets with analytic tools. Interestingly, even the
latter approach, which requires no software installation, and
involves no security changes, can cover a large fraction of existing
web errors.

Index Terms—Web monitoring, Client-side monitoring, Ana-
lytics.

I. INTRODUCTION

Web site monitoring plays a major role in mitigating the
negative consequences of programming errors and network
malfunctions. Several studies [1], [2] show the significant
impact for companies, when users experience blank pages,
missing items, or are unable to interact with the web page.
One may consider that the consequences would be minimal,
but the true costs of a web page malfunction come from
disgruntled customers and the respective impact on the com-
pany’s reputation. To control failures in web resources, system
administrators must keep a watchful eye on a large range of
system parameters, like memory occupation, network interface
utilization, among an endless number of other metrics, such
as page load time. Unfortunately, even with all these metrics
— that add complexity and intrusiveness to the system —,
clients may experience some problems, due to web page ex-
ternal content, and client specific conditions, such as network
glitches or incompatible browser versions. In fact, even sites
belonging to the top-50 of the world wide web have errors [3],
thus suggesting that expensive monitoring mechanisms cannot
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provide a completely accurate picture of web page reliability.
Another study [4] shows that an earlier detection of failures
would reduce the majority of customer complaints. Indeed,
customer feedback is a key aspect for web page trustworthiness
since some server issues might not produce the same effects
in all clients.

We argue that there are still no effective means to easily
detect web page problems. A possible approach is to send
browsing data to some analytic tool. These tools may handle
problems such as nonexistent pages in the domain, but, since
they are oriented to advertising and search engine optimiza-
tion, they typically neglect correct web page display.

To demonstrate that the web currently suffers from a lack
of proper monitoring, in Section II, we describe an experiment
with 3,000 sites of the top 1,000,000 web sites of the Alexa
ranking [5]. The 3,000 samples cover sites from the range
1-1,000, 10,000-20,000 and also from 100,000-200,000. We
used the Chrome web browser from two distinct locations in
Europe, to ensure realistic access to web pages, and simulate
real user interactions. We collected metrics, such as network
errors, broken links or JavaScript problems.

We think that the results we present in Section III are
noteworthy: 16% of the top 1,000 sites have errors in their
web page resources, being this value higher for less popular
sites. This demonstrates that no widespread monitoring tool
effectively prevents these errors. Then, in Section IV, we
proceed to discuss possible client-side monitoring solutions,
to complement available monitoring techniques. We compare
the client-side solutions, based on their level of intrusiveness
for the client. Unfortunately, as we might expect, approaches
that can collect more metrics are also much more intrusive.
Nevertheless, even non-intrusive light-weight approaches can
cover a significant fraction of web errors. These light-weight
approaches have the additional benefit of not compromising
client security or increasing the complexity of monitoring.

II. EXPERIMENTAL SETTINGS

Before rendering and displaying an HTML (HyperText
Markup Language) page, browsers must first fetch the page
from a server, using a URL (Uniform Resource Locator).
The browser then goes through the page, to build the DOM
(Document Object Model), render the corresponding tree and



TABLE I. SOFTWARE USED AND DISTRIBUTION.

[ Component | Observations [ Version |
Selenium selenium-server-standalone jar 2.45.0
Chrome browser 48.0.2564.103
Chrome driver 2.21.371461
Xvfb XOrg-server 1.13.3

display it. The browser might need to download other re-
sources referenced in the main page. To fetch these resources,
the browser opens several TCP [6] (Transmission Control
Protocol) connections to their respective server, either internal
or external to the domain. However, each of these resources is
subject to failures that might impact the user experience. To
analyze the extension of problems, we inspected 3,000 sites,
including the most popular ones, and looked for very specific
metrics:

o We decomposed network errors into DNS (Domain Name
System) errors, in the phase of name lookup; TCP, if the
connection crashes or the server is unreachable; and other
erTors.

e For HTTP errors related to resources, we looked to the
range 4xx and 5xx. In our experiments, we do not count
how many of these errors exist in a single page, but only
whether they exist.

« We count broken links, where the server responds with a
4xx or 5xx HTTP code. Again, we only count the number
of web sites that have errors in these ranges.

e We also care for other errors related to resources: fonts,
style sheets, images and JavaScript. These errors might
originate in the network layer, while processing the script
(if applied), or in the cancellation of a resource download,
e.g., because a change in the page made it unnecessary.

For the sake of doing an online analysis of the web sites,
we used Selenium [7], to emulate clients accessing web pages
through browsers. We used the Xvfb virtual display emulator
for the client machine. This display performs all graphical
functions, without actually needing a real screen, thus allowing
Selenium to run without a terminal. We wrote a program
in Java that ran in the background, attached to this display
emulator. This program used Selenium and Chrome, to access
a list of web sites. We used a Linux machine, running in the
facilities of our department in Portugal and another instance
in Hungary, at MTA SZTAKI’s laboratories [8]. Clients run-
ning from different locations experienced different network
connectivities, thus displaying distinct perspectives for the
same web page, like resources inaccessible from only one of
the locations. Additionally, since programs ran autonomously,
with a time lapse of several hours, they occasionally observed
different page errors. Table I lists the software we used and
the respective versions.

This program used as input a file that we retrieved from
Alexa [5], with the top one million ranking sites. We se-
quentially analyzed 3,000 sites from this file: from pages 1
to 1,000; then from rank 10,000 to 20,000 with steps of 10

(e.g. rank 10,000; 10,010; 10,020;...) and finally, from 100,000
to 200,000 with steps of 100.

Additionally, and one of the most relevant aspects of our
work is that we parse the main HTML page, to get all links
accessible to the users through web page interaction. We
follow and invoke these links, to check if any HTTP error
occurs, with error codes 4xx or 5xx, related to client or server
errors, respectively. This information is important, because the
availability of the links is tightly connected to the utility of
the web page. As we shall see the number of broken links is
surprisingly high, even in top web sites.

III. RESULTS

In this section, we present the results of our experiment.
The experiment took several days to finish, mostly due to the
invocation of links associated with each web page. Tables Ila
and IIb present the most significant results we got. To conserve
space, we only display the results of our client in Portugal, as
the client in Hungary got similar results.

In Table Ila, we analyze the number of web pages with
network or HTTP errors. This table displays problems with
page resources (HTTP 4xx and 5xx), e.g., some image; con-
nection errors (DNS, TCP and other) and broken links, i.e.,
links that point to resources outside the page and that exhibit
some problem. Connection errors are all related to the main
HTML page or one of its resources. As we mentioned before,
the numbers in the table refer to the total number of sites where
we could observe the problem. This means that, for example,
in the first line, first column of Table Ila, the number of HTTP
4xx errors in the top 1,000 sites is 161. Le., 161 sites have
one or more resources that are not accessible and return a 4xx
error code.

The number of errors is quite high in general, especially in
lower raking sites. Differences between the first and the other
two rows of the table are blatant, for most metrics. This is true
for internal problems and for external links, including network
error conditions, which are also much less frequent in the top
ranking sites. Most problems come from the external links
that tend to break quite often, either with a 4xx or a 5xx error
code (right side of the table). However, internal problems (left-
side of the table) are arguably more important, as they might
result in visible problems in the page layout. Interestingly,
as much as 16% of the top-tier sites may suffer from some
form of internal problem. This number is even higher for
the lower rankings. The same is true for connectivity errors
(center of the table). DNS, TCP and other forms of errors
are less frequent in major sites. The HTTP 5xx error codes
are the only ones where the frequency of problems seems
stable across all rankings. This might be due to an inverse
relation between complexity and ranking positions (i.e., more
complex pages correspond to lower ranking numbers), but a
clear demonstration of such hypothesis requires further study.
Overall, these results suggest that top-tier sites either have
better network connections, or more server resources, or both.
We might say the same about the contents themselves, most



TABLE II. NUMBER OF SITES WITH ERRORS - PORTUGAL

(a) Network and HTTP errors

HTTP 4xx | HTTP 5xx DNS TCP Other Broken Broken
errors errors errors | errors | Network errors | Links 4xx | Links 5xx
Tange1000 161 62 68 27 96 115 65
Tange10000 251 47 122 38 111 182 42
Tange100000 291 51 113 37 114 193 43
(b) Resource errors and Event averages
Resource Resource Resource Resource Resource Resource Resource | DOM Load
Font errors | style sheet error | image error | JS error | JS External | JS Internal JS Both Event | Event
rangeiooo 11 15 131 153 136 13 4 4517 33
rangeioooo0 16 16 134 189 136 39 14 6097 24
rangei00000 27 27 143 174 103 62 9 6963 19

likely due to significant advantages in the lifecycle of the
web pages (one or more among design, development, testing,
deployment, and maintenance).

In Table IIb, we show the number of sites that returned
at least one resource error, for different types of resources.
Resource problems include errors getting fonts, images or
processing JavaScript (left side). Regarding JavaScript errors,
we split data into external or internal to the web page domain,
or both, if errors exist in internal and external resources. We
can see that fonts and style sheet resources do not pose major
problems for sites. The main offenders to web page reliability
are images and JavaScript. Another interesting result is that
top-tier sites have more errors in external JavaScript resources.
This is an indication that top pages rely more on standard
libraries, normally hosted in another domain.

IV. CLIENT-SIDE MONITORING

In this section, we discuss some solutions that might serve
to improve web page reliability. We suggest three different
options involving different levels of transparency to the client:
a stand-alone approach, a browser extension and a JavaScript
snippet.

For a stand-alone application (similar to the one we used
in Section II), the possibilities are endless. By having total
control of the browser and resorting to a testing framework
such as Selenium, developers can test pretty much anything.
The major disadvantage of this approach is that a customized
stand-alone application is not practical or reasonable to install
on the clients. Monitoring a site in this way, would therefore
be limited to a handful probes controlled by the site owners.

A second approach would be to install a browser extension
to get the most important metrics from the web page interac-
tion and send them to a central monitoring site (we refer to
some work using browser plugins in Section V). Extensions
could bypass some of the security constraints associated with
JavaScript. For example, with extensions, it would be possible
to have access to the browser APIs and therefore to network
logs. This would enable network error collection (DNS, TCP

and others). Additionally, the extension could invoke links as-
sociated with a web page. Unfortunately, extensions have two
setbacks: firstly, it does not look feasible to convince hundreds
or thousands of users to install some browser extension that
could raise issues, concerning security and privacy; secondly,
different extensions should be developed for each different
browser, thus entailing a great effort and cost.

As a third approach, site owners might use JavaScript and
AJAX in the web pages they serve, to collect error information.
By precluding the need for special software, this would rule
out the shortcomings of the previous approaches. Furthermore,
this would allow for a very simple integration with analytic
tools, like Google Analytics [9]. Naturally, this can only work
for resources inside the main page, once the browser loads the
JavaScript. Collecting different kinds of errors with JavaScript
and AJAX raises a number of challenges, but it is still possible,
as we can see in the following list:

1) Networking Errors: with JavaScript, one can only infer
DNS or TCP errors, using the Resource Timing API [10], as
some browsers add entries in the PerformanceResourceTiming
array, for resources with network issues.

2) Internal 4xx Errors: it is possible to customize an HTTP
4xx page for this range of errors. As the user is redirected to
this page, administrators will receive an alert.

3) Internal 5xx Errors: the browser may analyze the con-
nection and the response times. If the former is different from
zero, while the latter is zero, the browser has an indication
that it could not retrieve the resource from the server.

4) External Broken Links: we might invoke links from a
proxy, using some AJAX solution [11]. This proxy will then
invoke the URL and return the request in JSON, thus not
breaking cross-domain security.

5) Resource Errors: regarding JavaScript exceptions
and console logs, it is possible to use the
window.addEventListener for error events

with the useCapture argument set to true or use
window.onerror event. This will retrieve the element
or script that originated the error, and not the specific error
message. We briefly compare the alternatives in Table III.



TABLE III. COMPARISON OF METHODOLOGIES

Stand-alone Browser JavaScript
Application | Extension Code
Network v v Y
Problems Indirectly for resources
Broken Y
Links Y Y Proxy
JavaScript v v v
Errors
Real-world Hard to Security Easier to scale
application deploy constraints and deploy

V. RELATED WORK

We divide previous work on web sites reliability into two
categories: (i) methods or platforms that collect client metrics;
(ii) studies regarding top sites reliability.

Regarding monitoring platforms, Dasu [12] is a client-based
software that gathers metrics from different locations. It is
limited by the number of hosts that are online, and discards
HTML objects from third-party resources or JavaScript errors.
In [13], Flach et al. use a browser plugin to analyze sites
based on rules. This work only focuses on connectivity issues.
In [14], authors propose a collaborative approach to detect
performance problems. They use a web browser extension on
each client and send all information to a central point, for
processing. In [15], authors aim to detect user-visible failures,
by analyzing Web logs and users’ browsing patterns. However,
the client may not react to the visible failure (e.g., by leaving
the page, or not refreshing it) making this a major concern.

Regarding the reliability of top web sites, in [16] the goal is
to collect web page evolution over time. [17] uses a different
approach, implementing a web crawler that gathers HTTP,
DNS and TCP connection data, to understand in which layer
do most of the user-visible page failures occur. This, however,
uses a customized crawler, instead of a common browser.
In [18], authors gather network information from 80 sites,
and analyze the source of the problems. However, recent
studies suggest that this pattern of concurrent accesses can
significantly change the results observed [19].

Unlike previous work, we consider a very wide range of
sites, using a real web browser.

VI. CONCLUSION

The evidences we collected in this paper support the point of
view that monitoring remains as a largely unsolved challenge
to this day. Even large companies with vast resources fail to
provide impeccable, failure-free, web sites. To mitigate this
problem, we argue that web site providers must include client-
side observations into their monitoring tools. Despite the trade-
offs involved, the least intrusive mechanisms can still detect a
large number of errors.
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