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#### Abstract

A novel evolutionary approach for evolving grammars is presented. It is composed of two main methodologies. In the first one, individuals are represented as a graph, where nodes stand for production rules, and connections between them to the flow of control and parameters. In the second one, a tree representation is used; individuals are derivation trees, from a pre-defined grammar. Inner nodes represent non-terminals, and leaves terminals. It is proved that both representations are able to properly evolve the desired solutions (in this case, images and music).

After conducting experiments with the above approaches, running separately, we try to merge components from both of them in order to assess if any improvement is achieved. Graph-mutation has proven to generate the worst results, using both tree and graph-crossovers. When tree-mutation is used the performance obtained with tree and graph-crossovers tends to be similar. Nevertheless, an analysis at a population level, reveals that tree-crossover outperforms the graph one.

Considering these results, we searched forms of improving the graph-crossover operator, by means of alignment, thus taking into account the structure of the graphs. Aligning two graphs choosing then the cutting points from the list returned by the algorithm, where the matched pairs of nodes have the least alignment cost, has proven to lead to better performance.

Finally, we address the problem of assessing the quality of families of images, proposing a fitness function for the assessment of families of individuals. Families are seen as sets of artifacts that should share common characteristics, allowing one to intuitively classify them as belonging to the same family. Results show the validity of the method and prove that, to evolve a family, both the qualities of the set and of each individual must be taken into consideration.


Keywords. Genetic Programming, Grammar Evolution, Alignment, Fitness Assignment

## Resumo

Apresentamos uma nova abordagem evolucionária para a evolução de gramáticas. É composta por duas metodologias principais. Na primeira, os indivíduos são representados por grafos, onde os nós internos codificam regras de produção e as ligações entre eles denotam controlo de fluxo e parâmetros. Na segunda metodologia, usamos uma representação em árvore. Nós internos simbolizam símbolos não terminais, enquanto que as folhas representam símbolos terminais. É provado que ambas as metodologias são capazes de corretamente evoluir as soluções desejadas (neste caso, imagens e música).

Após a realização de testes com as abordagens anteriormente mencionadas, em separado, efetuamos novas experiências juntando os operadores de cada uma delas, com o objetivo de investigar se tal conduz a melhorias de desempenho. É demonstrado que a mutação de grafos leva aos piores resultados, tanto utilizando o cruzamento de grafos como o de árvores. Quando utilizada a mutação de árvores, com uma ou outra forma de cruzamento, os resultados são semelhantes. No entanto, uma análise ao nível populacional revela que o cruzamento de grafos gera resultados considerados superiores aos obtidos pelo cruzamento de árvores.

Tendo em conta os resultados anteriores, formas de melhorar o cruzamento de grafos foram investigadas, recorrendo a técnicas de alinhamento e, como tal, considerando a estrutura dos grafos. Alinhar dois grafos, escolhendo depois os pontos de corte com base na lista retornada pelo algoritmo, onde os pares de nós correspondidos tem um baixo custo de alinhamento, provou ser capaz de conduzir a uma melhoria de desempenho.

Por fim, focamos o problema de atribuição de qualidade a famílias de imagens, propondo para tal uma função capaz de classificar a qualidade de uma família de indivíduos. Uma família é considerada um conjunto de artefatos, que devem possuir características comuns, permitindo identificá-los como pertences à mesma família. Os resultados provam que, se considerada a qualidade da família como um todo, bem como a qualidade individual de cada um dos indivíduos que a compõe, é possível evoluir conjuntos passíveis de serem identificados como famílias.

Palavras Chave. Programação Genética, Evolução de Gramáticas, Alinhamento, Atribuição de Fitness
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## Chapter 1

## Introduction

In 1859, Darwin published a book entitled On the Origin of Species [13] that would forever change the perceptions about the evolution of individuals across generations, i.e., from offspring to offspring. It was in this book that the principles and evidences of natural selection were first presented. This theory focuses on the fact that, in a population of individuals, they will compete to survive and, therefore, only the ones most suit to the environmental characteristics would be fit enough to breed, producing the new offspring. This principle, also known as survival of the fittest is repeated in time, leading to the evolution of the species.

Later, the above mentioned theory was adapted to Artificial Intelligence, which can be perceived as systems able to take decisions with the information they sense from the environment. One of the first algorithms proposed using the natural evolution theory of Darwin was Genetic Algorithms, introduced by Holland in the 1960s [27]; simplistically, it works as a search heuristic. In this method, a set of candidate solutions (population in nature) is evolved where, from generation to generation, the best individuals (those best suit to the environmental characteristics) are breed in order to form the new offspring.

Several other approaches based on the same theory were proposed. The one we are going to explore during the course of the present Dissertation is Genetic Programming (GP). In this type of technique individuals stand for complete and executable computer programs.

Considering that several domains can be represented using grammatical formulations, we aim at developing a tool capable of evolving solutions in multiple environments. As such, we are going to research and study, in the next chapters, ways of doing so by combining GP with grammar formulations.

In the following sections we will start by defining the scope and goals of this Dissertation (Sections 1.1 and 1.2, respectively). Then, we will introduce document
assumptions (Section 1.3) and, to end, in Section 1.4, document structure is going to be described.

### 1.1 Scope

As mentioned earlier, we will focus on works capable of manipulating and evolving grammars, where individuals are generated from a pre-defined grammar formulation. In other words, individuals are themselves derivations of a higher-level grammar.

After revising the state of the art about the above subjects, we will propose approaches that combine GP with grammar theory, as a form of tackling the problem of generalisation, i.e., we want to develop a method to evolve individuals resembling grammars, but it cannot be domain specific.

Notwithstanding the range of application of the work that will be developed and detailed during the course of this Dissertation, it is our intent to apply it mainly over the evolution of 2D images (generated by the evolution of Context Free Design Grammars [11]). However, in a later stage, we will also test it with other grammatical scenarios, namely music, to confirm if it has sufficient generalisation capacities to be able to produce good quality solutions, under different circumstances.

Focus is given to both these domains because of the requirements of the European Funded Project ConCreTe ${ }^{1}$, where the current Dissertation is placed.

### 1.2 Goals

The main goal of the current Dissertation is the proposal of a novel approach capable of evolving grammars that follow a specific formulation, which is a-priori defined by the user. By doing so, the system will bear an important property: it would be applicable to any domain where a grammar can be used to describe it.

Building on previous research [41,42], we will study two different approaches. In the first one, individuals are represented as graphs, where the whole set of nodes and connections between them represents the production rules of a grammar. Later on, a method using derivation trees will be also inspected, following a more traditional form of GP.

While developing both algorithms, we faced some question that would be interesting to address, such as the generation of families of individuals. We decided to tackle then, which is easily seen from the remainder of the document.

[^0]
### 1.3 Assumptions

During the development of the present document, multiple times there is the need to perform statistical tests over collected data. All statistical validations were conducted under a $95 \%$ confidence level. Additionally, as data never follows a normal distribution, and as the initial conditions of the experiments are always the same, if more than two categories are under comparison we use the Friedmans's ANOVA statistical test. If there is proven that the results are statistically different the Wilcoxon test is then applied to compare all possible pairs. If just two categories are in comparison only the last test is used.

### 1.4 Document Structure

The remainder of the document is organised as follows. Chapter 2 starts by presenting a short overview of Evolutionary Computation, focusing then on Genetic Programming and Grammar Evolution, which are the main topics of this Dissertation and are described as the central point for the creation of the evolutionary engine approaches herein presented, in Chapter 3.

Chapter 4 details the experiments performed over the methodologies described in Chapter 3. Tests are conducted over different domains and setups, focusing distinct aspects of the evolutionary engine.

After finishing the above experiments we noticed that there was still a possibility to increase the performance of the operators introduced in Chapter 3. For that, we explored alignment techniques. Both technical description and experiments regarding alignment of structures can be found in Chapter 5 .

In Chapter 6 we present a fitness function which aims at assessing the quality of a set of individuals, taking into account the set as a whole instead of just the individual quality of its members. Considering that, we evolve families, making use of the nondeterministic nature of some forms of grammars, i.e., when they are mapped multiple times from their grammatical representation into a concrete output (image / sound / etc.) different results can be generated.

To end, conclusions regarding all the work developed during the course of this Dissertation are drawn and future work is addressed (Chapter 7).

## Chapter 2

## State of the Art

This chapter aims at describing and presenting the previous work that has been done in the fields within the scope of this Dissertation. From that, it is easily understood that most of the time will be spent analysing Evolutionary Computation (EC) works from two different, yet, important perspectives. To start, focus will be given to Genetic Programming, moving then to EC techniques that have been resorting to grammatical ways of guiding evolution.

Despite not being the focus of this Dissertation but, as much of the developed work will be tested under the evolution of artworks, some research was also conducted in the field of Evolutionary Art. Because this is just a field of application and not the main focus of this document its content is presented in Appendix A.

The organisation of this Chapter is as follows. In Section 2.1 an introduction to EC, detailing the principles that guide it, is provided. An overview of what are Evolutionary Algorithms (EAs) is presented in Section 2.2, introducing the different types of EA approaches. This last section is divided into two subsections; the first one (Section 2.2.1) details the components shared by all EAs, whereas the latter one (Section 2.2.2) focuses specifically on Genetic Programming (featuring different approaches to it). In Section 2.3 we start by giving a formal introduction to grammars and then, in the following subsections (2.3.1 and 2.3.2), Genetic Programming techniques capable of dealing with their evolution are presented.

### 2.1 Evolutionary Computation

Evolutionary Computation (EC) $[2,18,72]$ is a field of research within Computer Science, related to the Darwinian natural evolution of species [13].

In this theory, a population of individuals, subjected to a given environment, will struggle for survival and chance to reproduce, due to the fact that the environment
can only host a limited number of individuals. Higher quality individuals, those that are best suited to the environment characteristics, will have a higher probability of surviving and reproduction, passing their characteristics to the offspring.

This can all be translated into the principle of survival of the fittest, i.e., if individuals have characteristics that make them well adapted to the environment they are propagated to the offspring. Else, they are discarded by dying without children. Occasionally, changes in the genetic material (mutations) can happen, altering the constitution of the population. All this together is what makes evolution possible.

The previously described natural evolutionary process can be intuitively adapted to computation, mainly over generate-and-test problems (also known as trial-anderror problems). In this type of problem it is possible to generate a possible solution and evaluate its quality in some way, promoting evolution.

It becomes now clear that a mapping between natural evolution and problem solving can be established. The environment in natural evolution corresponds to the problem in problem solving, the individual becomes the candidate solution and the fitness the quality of the candidate solutions.

As problems increase their complexity and machines still have a limited capacity, it becomes infeasible to search for optimal solutions. This justifies the need of this kind of heuristic approaches, which are mainly used when a good solution, not necessarily the optimal one, is sought within an acceptable time.

In particular, there are three types of problems that normally resort to EC:
Optimisation - when it is needed to find the inputs that lead to a known optimal output, given the model;

Modelling / System Identification - both the inputs and outputs are known, although it is needed to find out what is the model that maps the inputs into the outputs;

Simulation - the model and some inputs are known. There is the need to find the outputs for the corresponding inputs.

### 2.2 Evolutionary Algorithms

Evolutionary Algorithms (EAs) [10,18] are a subset of EC and, as such, they also follow the natural evolution theory of Darwin. Multiple types of EAs exist: Evolutionary Programming (EP) [20], Evolution Strategies (ES) [6], Genetic Algorithms (GA) [27] and Genetic Programming (GP) [32]. They all share the same core components.

To begin, an initial population of individuals is needed. This set of candidate solutions will be evolved over time, subjected to environmental pressure, leading to higher quality solutions.

The whole process of evolution is guided by a function (normally referred to as fitness function) that must be capable of measuring a candidate's solution quality. If solving a maximisation problem, the higher the fitness value is the better. In the other hand, if trying to solve a minimisation problem, the lower the value the better.

Variation operators are also applied to candidate solutions. Recombination is a well known operator that aims at generating one or more new candidates (children), based on the exchange of genetic material between two or more individuals (parents). The selection of the parents is a process based on the fitness value of the candidates, where commonly the probability of choosing an individual is a function of its quality. This way, all individuals have a probability, even if low, of being chosen. The other used operator is mutation; it only applies changes in the genotype of a selected individual, creating a new one.

Mutation and crossover together achieve variation, a necessary component of search. By making small variations they carry out exploitation. By making larger variations they carry out exploration. Both operators can achieve small and large variations in different settings. Exploration is also linked with the principle of global search and exploitation with local search. Exploitation and exploration must work together to achieve successful search, promoting diversity and thereby facilitating novelty.

Upon application of these operators, and as population size is typically fixed, it is necessary to choose which individuals form the offspring. Usually, they are chosen taking into account one of the following criteria: fitness or age.

```
Algorithm 1 Typical Evolutionary Algorithm [18].
    Initialise population with random candidate solutions;
    Evaluate each candidate;
    while termination condition is not satisfied do
        1 - Select parents;
        2 - Recombine pairs of parents;
        3 - Mutate the resulting offspring;
        4 - Evaluate new candidates;
        5 - Select individuals for the next generation.
    end while
```

All the steps above mentioned are then repeated until a stop condition is met,


Figure 2.1: Typical Evolutionary Algorithm flow-chart [18].

|  | GA | ES | EP | GP |
| :--- | :--- | :--- | :--- | :--- |
| Typical <br> problems | Combinatorial <br> optimisation | Continuous <br> optimisation | Optimisation | Modelling |
| Typical repre- <br> sentation | Strings over a finite <br> alphabet | Strings (vectors) of <br> real numbers | Application specific <br> often as in ES | Trees |
| Role of re- <br> combination | Primary variation <br> operator | Important, but <br> secondary | Never applied | Primary / only <br> variation operator |
| Role of <br> mutation | Secondary variation <br> operator | Important, <br> sometimes the only <br> operator | The only variation <br> operator | Secondary, <br> sometimes not used <br> at all |
| Parent <br> selection | Random, biased by <br> fitness | Random, uniform | Each individual <br> creates one child | Random, biased by <br> fitness |
| Survivor <br> selection | Generational: n.a. <br> all individuals <br> replaced <br> Steady-state: <br> deterministic biased <br> by fitness | Deterministic, biased <br> by fitness | Random, biased by <br> fitness | Random, biased by <br> fitness |

Table 2.1: Differences between EA approaches [18].
promoting the continuous evolution of populations, one after the other. A systematic overview of the textual description can be seen as a flow diagram, in Figure 2.1 and as pseudo-code, in Algorithm 1.

As stated at the beginning of the current section, there are several types of Evolutionary Algorithms. They all follow the previously referred steps; although, they have differences regarding the kind of problems they aim at solving and in the details of its implementation. One of the aspects that varies most from approach to approach is the representation. This has several implications in the implementation of the majority of the rest of the operators as they are dependent from it. The main differences between the various EAs are briefly presented in Table 2.1.

### 2.2.1 Components of Evolutionary Algorithms

In this section the components that together make an Evolutionary Algorithm are going to be discussed and presented in a much deeper level of detail. As previously seen, in Figure 2.1, to build an EA the following parts are needed:

- Representation of individuals;
- Population;
- Population initialisation;
- Evaluation of candidate solutions;
- Parent selection;
- Variation operators;
- Survivors selection;
- Termination condition.


### 2.2.1.1 Representation

Representation is one of the most important components of an EA, because it has direct impact in several other parts, namely in recombination and mutation. In other words, we can say that the variation operators are representation dependent, meaning that they must be adapted to it.

A rule of thumb is to choose as representation model the one that matches the given problem better, i.e., the one that makes the encoding of individuals easier or more natural.

This component is of huge importance because it is here that the mapping between the original problem context (phenotype) and the domain of the candidate solutions of the problem (genotype) is accomplished. As in nature, the phenotype is the expression of the individual's physic characteristics, whereas the genotype is the set of genes ${ }^{1}$ that encodes the phenotype.

Encoding and decoding reveal an import property of representation: it has to be invertible; there has to be one genotype that corresponds to a given phenotype and a phenotype that corresponds to a genotype.

Examples of standard representations are binary or real-valued vectors, trees or graphs [69].

[^1]
### 2.2.1.2 Evaluation Function

An evaluation function, commonly referred to as fitness function, quality function or cost function, is what allows EAs to classify and compare different candidate solutions. In other words, it is the definition of improvement and works as a representation of the task to be solved.

At a more detailed level, the fitness function ranks the genotype with reference to its phenotipic capacity of solving the problem under study. For example, if maximising, better suited solutions must have higher fitness values, and the opposite; when minimising, better suited solutions must have lower fitness values.

In some problems, the representation allows invalid individuals; they must be penalised. This is done by the evaluation function, that should rank those invalid solutions with lower fitness values. In this cases, the fitness function can be seen as the normal value that would be attributed to the genotype, minus a penalisation value, that can be based on a linear, quadratic or logarithmic method. Another way of dealing with invalid candidate solutions is to fix them before evaluation.

### 2.2.1.3 Population

In EAs the population is referred to as the unit of evolution, i.e., it is a set formed by candidate solutions that is evolved over time with the guidance of a fitness function. The only operator that acts directly over the population as a whole is survivors selection (further detailed in Section 2.2.1.6).

Normally, when working with standard EAs, the population size is constant over time. This generates a question: how big should the population be? If, in one hand, bigger populations allow a higher diversity (number of different candidate solutions), reducing the risk of convergence to local optima ${ }^{2}$, it is also true that more candidate solutions require longer evaluation time. Another approach is to go for an adaptive population size, as mentioned in [17]. Usually, in this type of methods, population size varies in relation with diversity.

Diversity is highly linked with two concepts previously presented: phenotype and genotype. It can be defined as a measure of rating how many different solutions are present in the population. This may be accomplished by counting distinct genotypes, phenotypes or fitness values. Although, it is important to bear in mind that the same value of fitness can correspond to two genetically different individuals, but not

[^2]vice-versa. In [52] a method for measuring the diversity of a population taking into consideration both phenotypes and genotypes is proposed.

### 2.2.1.4 Parent Selection

As previously mentioned, in order to evolve, an EA must choose individuals (parents) that when combined produce the offspring. Parent selection has the main goal of being capable of distinguishing which individuals, when bred, may lead to better solutions. This decision is taken based on the quality of the population individuals, allowing higher-fitness members (those better adapted to the environment) to become parents.

Even aiming at the best possible solution, this operator cannot choose only the best individuals as parents. If so, it will risk a loss in diversity and consequent stagnation, failing to search areas of the problem's domain. For that reason, despite the fact that higher quality individuals have better chances of being chosen, low quality individuals are also given an opportunity to become parents. This relation between the probability of choosing higher and lower fitted individuals is known as selection pressure. High selection pressure implies less diversity, consequently leading to a greater probability of getting stuck in a local optimum. Very low selection pressure approximates random search and, as such, slower evolution.

Amongst the most usual parent selection methods are: roulette wheel, stochastic universal sampling and tournament selection. The ones used in the present Dissertation are now described.

Roulette Selection Also known as fitness proportionate selection. In simple words, if the fitness of an individual, $x_{i}$, is given by function $f$ then, the probability of choosing this individual $\left(\operatorname{prob}\left(x_{i}\right)\right)$ is given by Equation 2.1, where $N$ represents the population size. It is now possible to pick $p$ parents by generating $p$ random numbers, between 0 and 1 , which will then be mapped to a specific individual, according to their probabilities.

$$
\begin{equation*}
\operatorname{prob}\left(x_{i}\right)=\frac{f\left(x_{i}\right)}{\sum_{j=1}^{N} f\left(x_{j}\right)} \tag{2.1}
\end{equation*}
$$

Tournament Selection In this method, to select an individual, it is necessary to specify the tournament size $\left(t_{\text {size }}\right)$, that mentions how many candidate solutions will participate in this "competition". After picking, completely randomly and unbiased, $t_{\text {size }}$ individuals from the population, the one with the highest fitness is selected to become a parent. This process is repeated as many times as the number of pretended parents. The choice of the $t_{\text {size }}$ parameter is of high importance in what concerns the selection pressure. Higher values of $t_{\text {size }}$ give higher selection pressure and vice-versa.

### 2.2.1.5 Variation Operators

Variation operators, namely recombination and mutation, are responsible for introducing new individuals and diversity in the population, by generating offspring. For that, they use candidate solutions, picked from parent selection methods, and apply to them stochastic changes aiming at producing new genetic material. A deeper explanation of these operators follows.

Recombination selects two or more individuals (parents) - normally two - and recombines their genetic material giving origin to individuals that should express qualities from both parents (refinement of candidate solutions). Preferentially, higher fitted candidate solutions are chosen. It is stochastic due to the choice that is made about what parts of each parent are combined in order to form the offspring.

Mutation is capable of generating a new individual by changing one or more genes of the given candidate solution. The input of mutation is called parent and the output child or offspring. Can be also defined as a stochastic method aimed at producing random unbiased change. It is mainly important in the evolutionary process for providing solutions capable of searching other areas of the problem's domain, avoiding stagnation and convergence to local optima.

Both operators are needed to pursue the objective of finding the optimal solution [73]. Whereas recombination aims preferentially at a local search (exploitation) by combining two higher fitted individuals, hoping to refine the search, mutation goes after new areas of the domain, that may have not been explored yet, assuring a global search (exploration). Other aspect regards the probability of occurrence of each operator. They can be a-priori defined, which is not always easy or an adaptive method can be used [76].

### 2.2.1.6 Survivor Selection

Survival selection mechanisms, also known as replacement, have the goal to choose which candidate solutions pass from one generation to the other, given that, at the end of each generation the set of candidate solutions is composed by the parents and their offspring.

As already mentioned, normally, in EC, the population size is kept the same during the evolutionary process. So, in order to choose which individuals are passed to the next generation, a process of selection biased by their fitness value is used. Another possibility is to take this decision with regard to their age (parents vs. children).

The most used techniques are to rank all the parents and offspring and select a percentage of the best ones (fitness biased) or to select just the offspring (age biased). Although, another approach is commonly used: elitism. When selecting as survivors only the offspring (generational selection), there is a probability of losing the best individuals. To avoid that, elitism is applied and it consists of passing to the next generation a percentage, normally low, of the best candidate solutions, avoiding this way the deterioration of quality of the population.

When comparing with parent selection an important difference has to be pointed out. While parent selection is known to be a stochastic process, replacement is often deterministic. Being based on rankings or age, the produced results happen to be always the same.

### 2.2.1.7 Initialisation

Initialisation is the process of creating the first set of candidate solutions that will form the initial generation. To create this individuals it is first important to know whether or not a-priori knowledge about the problem exists. If so, it should be considered in the creation of individuals. Otherwise, they should be created in a randomised way, assuring the covering of most of the domain, to avoid premature convergence and stagnation.

### 2.2.1.8 Termination Condition

Termination condition is what defines when an evolutionary algorithm should stop evolving, that is, stop trying to find new candidate solutions better than the previous ones. If the optimal value is known, the most used stop criteria is its reaching, or achieving a candidate solution which fitness is within a defined margin of error. But, as the evolution of EAs is randomly determined it is not possible to assure that it is
going to reach the optimal solution. For that, other termination criteria have to be defined. The most usual ones are:

- Definition of the maximum number of fitness evaluations, which indirectly sets the maximum number of generations;
- Diversity between population individuals inferior to a defined threshold;
- Fitness improvement under a threshold for a given period of time (this period of time could be, for example, a number of generations);
- Definition of a maximum allowed CPU execution time.

Instead of using just as stop criteria the convergence to an optimal value, within an acceptable error margin, and because EAs are stochastic, meaning they do not offer guarantees of getting close to the optimal solution, the possibility of combining this condition with one of the other points presented above should be considered. This assures that the algorithm will output solutions within an acceptable period of time.

### 2.2.2 Genetic Programming

Genetic Programming (GP) [10, 12, 18, 32,65$]$ is a branch of Evolutionary Algorithms which aims at automatic resolution of complex problems, requiring few information about the form or structure of the solution.

All problems where the solution can be modelled, in any language, as a computer program and where it is possible to define a metric of evaluation, capable of comparing two solutions assessing which one is better are possible to solve using GP.

At a higher level, GPs objective is to evolve executable programs (through the natural process of evolution) that provide the desired solution to a specific problem. This can be seen as one of the main differences between GP and other EAs (GA, ES and EP) because, while the others evolve solutions that optimise a given problem, GP is capable of evolving models (programs) that, when executed, lead to the desired solutions. For that, it is just needed to specify what needs to be done, with no concerns about how it should be accomplished. Other differences exist; while in most EAs individuals are normally represented by linear vectors of fixed size, in GP they are non-linear structures of variable size.

As in any Evolutionary Algorithm, in GP, a population of candidate solutions is evolved over time, being each candidate solution, as previously mentioned, a computer


Figure 2.2: Genetic Programming flow-chart [65].
program. From generation to generation, transformations are applied to individuals (namely mutation and crossover), generating offspring. Then, the programs that carry on to the next generation have to be chosen using any of the well known survivor selection mechanisms. A step that is slightly different from the standard EAs is the assessment of quality of the candidate solutions. While in GA, ES and EP fitness is inferred directly from the individual's genotype here, the program has to be executed and the ouputs compared with the expected ones. The flow described in this paragraph is depicted, briefly, in Figure 2.2.

Genetic Programming has been applied with success to a wide range of areas, such as, pattern recognition, symbolic regression, robotics, game strategies, image processing, art, ...

Several types of GP branches exist, with their differences mainly at the level of representation. Although, as mentioned in several other sections, changing the representation has direct impact in several other components of the algorithm, as they are representation dependent. The ones that are going to be explored, in the following subsections are Tree-Based Genetic Programming (Section 2.2.2.1) and two types of Graph-Based Genetic Programming (Sections 2.2.2.2 and 2.2.2.3).

Tree-Based GP is going to be presented because it is the most widely used form of GP and Graph-Based GP will be explored due to the fact that it is also going to be used to develop the evolutionary engine of this Dissertation.

### 2.2.2.1 Tree-Based Genetic Programming

Proposed by Koza in 1992, it aims, as any GP technique, at solving a problem by developing an executable program that represents the solution.

In the following subsections the details of this approach are going to be presented, so that it becomes clear how the principles of EAs components were adapted to cope with a tree representation.


Figure 2.3: GP syntax tree for the program $\max (x+x, x+3 * y)$ [65].

Population, parent and survivor selection and termination conditions are not going to be referred for the fact that no significant differences exist.

Representation This form of GP has its representation based on a tree hierarchy that should capture expressions in a formal syntax. Inner nodes represent functions, whereas leaves represent terminal symbols. Together they form the alphabet of the program. Figure 2.3 shows an example of a syntax tree for the program max $(x+$ $x, x+3 * y)$, where the function set is $\{\max ,+, *\}$ and the terminal set is $\{3, x, y\}$.

An important property of the elements that compose the function set is its arity. The arity of a function is the number of arguments it receives, given that both functions and terminals can be considered. For example, the max function of Figure 2.3 has an arity of two.

The chosen alphabet must be complete, i.e., the set of functions and terminals must be wide enough to produce at least a solution for the problem. Sometimes this is difficult to meet because the solution is unknown. Another property that must be assured is the closure of the function set. This requirement has the goal to guarantee that any function of the set is able to receive as argument any other function or terminal, with no concerns about their type. Sometimes, typed functions or terminals exist, requiring special care not to break the closure property.

A problem arises from this kind of representation. Being individuals represented using a tree, and because trees of different individuals are different in size, with time this will lead to a huge growing in the candidates solution size, making the produced code not human-readable. This problem is known as bloat and can be prevented by defining a maximum tree size (forcing variation operators not to exceed it) or by penalising the fitness of individuals with relation to their size.


Figure 2.4: Tree interpretation procedure [65].

To decode trees, nodes are processed in a depth-first post-order way so that, when a node with arguments is analysed, the value of its arguments is already known. In other words, the tree is traversed recursively, starting from the root node, skipping for later processing all those nodes which children's value is still unknown. Figure 2.4 illustrates the decoding procedure.

Evaluation Function As in standard EAs, in GP, selection aims at measuring the adaptivity of the candidate solutions to the environment and it has to have the capacity of establishing a comparison between each pair of individuals.

Normally, when the optimum solution is known, the quality of an individual is measured by assessing his distance to it. In GP, because candidate solutions usually represent programs, this proximity to the optimum is calculated by executing it, giving, as input, sets of arguments and comparing the produced output with the correct solution for that set.

If no optimum is known, probably just a maximisation or minimisation with relation to some criteria may be being sought .

Like mentioned above, sometimes the complexity of the individual is incorporated in the calculation of his fitness (Equation 2.2). This is done to prevent the continuous increasing of the individual's size, also known as bloat. Preventing this growth will lead to programs easier to read. Complexity may be measured using, for example, the number of nodes in the tree.

$$
\begin{equation*}
\text { fitness }^{\prime}\left(x_{i}\right)=\text { fitness }\left(x_{i}\right)-\operatorname{complexity}\left(x_{i}\right) \tag{2.2}
\end{equation*}
$$



Figure 2.5: Typical GP Algorithm flow-chart, focusing the variation operators applied to each individual [32].

Variation Operators Like in any other form of EA, GP mutation and recombination aim at generating offspring. Applying mutation to a parent produces a single child and recombination takes two parents to form children. Although, the way they are implemented, at a lower level of detail, is different.

Whereas in typical EA approaches it is normal to apply to a candidate solution both mutation and recombination in the same iteration, in GP that does not usually happen. Operators are generally exclusive, being a normal rate for crossover around $90 \%$ and of $1 \%$ for mutation. For that, when the sum of crossover and mutation rates does not reach $100 \%$ another operator called reproduction is used. Reproduction consists only on the copy of a selected candidate solution to the offspring, without


Figure 2.6: Example of subtree crossover [20].
altering its structure. A flow-chart depicting the choices made at the level of the variation operators is presented in Figure 2.5, where $P_{m}$ represents the probability of mutation, $P_{c}$ the probability of crossover and $P_{r}$ the probability of reproduction.

Recombination When it comes to recombination there are at least two distinct approaches, diverging in the number of children produced by two parents previously chosen by a selection mechanism.

In one hand, [32] defends that the recombination of the genetic material from two parents should origin only one child. From each parent (A and B) a crossover point (a node of the individual's tree) is chosen ( $n_{a}$ and $n_{b}$ ). Then, the offspring is created by replacing the subtree starting at $n_{a}$ by the subtree with root in $n_{b}$ (see Figure 2.6). In the other hand, as mentioned in [18], the reverse process should be also done, that is, the subtree starting at $n_{b}$ is also replaced by the one rooted in $n_{a}$, giving origin to two children. To preserve the parents, copies of them must be done and the operator applied to their copies.

A problem was noticed by Koza [32] regarding the choice of the crossover points. If given the same probability to all nodes, it would be much more likely to choose a leaf than an internal node, which would lead to the exchange of little genetic material. For that reason, as a rule of thumb, the probability of choosing internal nodes is typically set to $90 \%$, leaving only $10 \%$ to leaves.

Mutation The most common way of mutating a tree is to replace one of its subtrees, starting at a randomly chosen node, by a randomly generated tree (see Figure 2.7). That can be accomplished as if a recombination was being done. Basically


Figure 2.7: Example of subtree mutation [20].
the idea here would be to recombine the individual's tree with a randomly created one (generated in the same way as the initial population).

Other not so common mutations are: (i) node mutation, which consists in replacing a function node by another of the same arity; (ii) shrinkage mutation, aiming at the reduction of the tree, randomly chooses a node and then replaces it by one of its children, excluding all the others and their branches; (iii) permutation mutation, which changes the order of the arguments of a function.

Initialisation The creation of the initial population should preferentially cover all the domain, not favouring particular configurations, unless a-priori knowledge about the problem exists. Trees should be created in a stochastic way using the elements of the function and terminal sets, combining instances of both, recursively, giving origin to different tree lengths and complexities.

Before introducing the various methods that have been proposed to generate candidate solutions, the definition of depth must be presented. In a tree representation, the depth of a node is given by the number of edges that need to be traversed from the root node until the node of which the depth is sought. The depth of a tree corresponds to the depth of the deepest node.

Full Creation Method - The depth of all leafs is the same and equal to a specified value. That is, until the maximum depth is reached, more functions (internal nodes) are added, given that different functions require a different number of arguments. Then, terminal symbols are added (leaves).

Grow Creation Method - Unlike the previous method, it does not require the tree to be complete. If in a branch, a terminal symbol appears, that path is closed, not reaching the maximum depth.

Ramping Method - Consists in dividing the initial population in different sets, applying to each one the full creation method with a maximum depth that is in a range from the minimum real depth to the maximum real depth. For example, if it is pretended to create 30 candidate solutions with a minimum real depth of 2 and a maximum real depth of 4 , there will be instanced, using the full creation method, 10 individuals with maximum depth 2 , 10 individuals with maximum depth 3 and 10 individuals with maximum depth 4 .

Ramped Half-and-Half Method - Based on the ramping method, divides the initial population in sets, splitting then each set into two. To the first half the full method is applied, the remaining candidate solutions are built with the grow method. For example, if we want to create 30 candidate solutions with a minimum real depth of 2 and a maximum real depth of 4 , there will be instanced: 5 individuals with maximum depth 2 (full method), 5 individuals with maximum depth 2 (grow method), 5 individuals with maximum depth 3 (full method), 5 individuals with maximum depth 3 (grow method), 5 individuals with maximum depth 4 (full method) and 5 individuals with maximum depth 4 (grow method).

From all the above presented techniques, the most used for the creation of the initial population is ramped half-and-half, for being capable of creating diverse candidate solutions, with different tree sizes and shapes.

### 2.2.2.2 Parallel Distributed Genetic Programming

Proposed by Poli [62,63], Parallel Distributed Genetic Programming (PDGP) aims at a graph representation of programs. Each graph can have different sizes and shapes, within predefined limits.

A graph representation turns it possible to express a much bigger class of programs and to reuse nodes, consequently increasing efficiency.

As in Section 2.2.2.1, the components of the algorithm that are going to be approached are only the ones that differ from the standard EAs, presented in Section 2.2.1.

Representation The idea behind PDGP is that genotypes are represented by graphs, where the nodes stand for functions and terminals and where the links between them represent the flow of control and results.

As in Tree-Based GP (Section 2.2.2.1), the set of functions and terminals form the alphabet. The same properties have to be met: completeness and closure.


Figure 2.8: Graph representation for the expression $\max (x * y, 3+x * y)$ [63] (adapted). To compare with a Tree-Based GP representation check Figure 2.3, that represents the same expression, as a tree.

Figure 2.8 depicts the typical PDGP representation. To each node a position in a pre-defined multi-dimension grid is assigned; additionally, connections between nodes are limited to be upwards. Another restriction is that these connections can only happen between nodes in adjacent lines. Function $I$ is known as identity function and it works as a pass-through node, returning as output what it receives as input.

It is possible to add introns to the previously presented representation. Introns are unexpressed parts of the code; that is, despite being present, they are not used. This can be accomplished by placing, at every free position in the grid, a function or terminal, even if they are not directly or indirectly connected to the output.

Variation Operators Variation operators, as always in EAs, have the goal of producing offspring, based on the existing candidate solutions. In PDGP, recombination randomly picks two individuals as parents and produces one child. Mutation, from a single individual, produces a new one.

Recombination A simple form of recombination is based on the idea that subgraphs are functional units whose output is used by other functions; for that, its flow must not be broken. Sub-graph Active-Active Node (SAAN) is described in [63] as the basic form of crossover. According to [63] the three main SAAN steps are:

1. A random active node is selected in each parent (crossover point);
2. A sub-graph including all the active nodes which are used to compute the output value of the crossover point in the first parent is extracted;
3. The sub-graph is inserted in the second parent to generate the offspring (if the $x$ coordinates of the insertion node in the second parent is not compatible with the width of the sub-graph, the sub-graph is wrapped around).

Other methods of accomplishing crossover exist and are described in [63].

Mutation Mutation is very similar to the previously presented in Tree-Based GP. It is enough to randomly select a node that is not an intron, replacing it by a randomly generated sub-graph (global mutation).

Mutations affecting only the functions represented by each node do exist too (node-mutation). A specific mutation was also proposed, link-mutation, that aims at changing a randomly chosen graph connection.

Initialisation The first step in the creation of the initial population is to decide if balanced or unbalanced candidate solutions are pretended and if there are to be used introns. If balanced graphs are sought there has to be defined a maximum distance between the terminals and the output nodes, else they can occur at any random place. To complement, if introns are to be used, the grid can be filled with functions and terminals at random positions. When a function is added, a random number of links from that node to others must be also created.

Another possibility is to create individuals like in Tree-Based GP; that is, with root in the output nodes, recursively add functions and terminals, taking into attention the arity of each function. In this case, the answer to the initial question of whether or not balanced or unbalanced graphs are pretended is also needed, as the definition of the maximum diameter of the graph.

### 2.2.2.3 Cartesian Genetic Programming

Cartesian Genetic Programming (CGP) [49] is a graph-based form of GP introduced by Miller. In its basic form it aims at solving any problem where the solution can be represented by a direct acyclic graph. Further work has been done to extend this principle. In [83] the usage of modules (relevant blocks) is referred, [24] introduces the capacity of handling multiple data types to CGP, and in [25] self-modifying properties are featured.

In the following subsections the general form of CGP will be detailed, focusing the differences from other types of GP.


Figure 2.9: CGP generic representation [49].

Representation Standard CGP has its representation based on direct and feedforward acyclic graphs. The nodes are then mapped into a set of integers, where the first one represents the identifier of the function and the others its inputs. For that, the number of integers needed to encode each node depends on the arity of the function, totalling $1+$ arity $_{\text {function }}$.

In the genotype of each individual there are considered two types of genes: function and connection genes. The first ones correspond to addresses in the function lookup table (table that establishes the correspondence between a function's label and a physical address), whereas the second one mentions where the node gets its inputs from (address in a data structure, normally an array, that stores the outputs of each node plus the program input addresses). So, in a more accurate manner, it is said that the previously referred integers correspond, in fact, to function and connection genes, respectively.

Prior to that, it is necessary to define the number of columns and rows of the grid of nodes and the number of levels-back, that constrains which columns a node can get its inputs from, i.e., the nodes prior to the current node from where it can get connections as input.

All the explained above is depicted in Figure 2.9, where all the flow from $n_{i}$ inputs to $n_{o}$ outputs is graphically detailed. The grid has $n_{r}$ rows and $n_{c}$ columns. Each node is identified by a function gene, $F$, and several connection genes, $C$, depending on the arity of each function. Data inputs and outputs are labelled consecutively as a way of guaranteeing its uniqueness. In the last line of the image the actual used genotype is shown.

For the fact that restrictions on output nodes are less rigid than in the remaining ones, it is possible that many of the genes are non-encoding, i.e., they are not ex-
pressed in the phenotype of the individual. In [50] their existence has been proven to be important.


Figure 2.10: CGP decoding example [49].
Figure 2.10 represents the decoding algorithm. Starting from the output, it checks which nodes are directly addressed. Next, those nodes are analysed, to find out the nodes they are using. This process is repeated, recursively, until no more active nodes are found. It has the advantage of ignoring introns, not spending processing time with them.

Variation Operators Like in any other EA, CGP variation operators aim at generating offspring. Although, as will be discussed in the following subsections, the initial proposal of CGP only uses mutation. Some new crossover operators suitable to use with CGP have been later proposed, such as in [9].

Recombination Normally, when talking about standard CGP, recombination is not used. One point crossover was tested, although found to be disruptive. More recently, [9] proposed a new approach to recombination in CGP that has been proven
to speed up convergence. In this method, before applying crossover, the genotype of the individual has to be mapped into a float representation, where all values of genes lay in the interval [0,1] (check Section 4 of [9] for more details). Then, offspring is generated by applying Equation 2.3, where $p_{1}$ and $p_{2}$ represent the parents and $r_{i}$ is a random generated number between 0 and 1 .

$$
\begin{equation*}
o_{i}=\left(1-r_{i}\right) * p_{1}+r_{i} * p_{2} \tag{2.3}
\end{equation*}
$$

Mutation The mutation in basic CGP aims at changing a gene by any other random valid value. The validity concept appears due to the fact that genes are typed. If talking about a function gene it can only take values from the function's set addresses. Else, if talking about input genes, values from the output of any previous node or program inputs are possible.

This operator can be applied more than once in the same generation, to the same individual. The maximum number of times it can be applied (mutation rate), during the same generation is a-priori defined, as a percentage of the total number genes of the individual's genotype. Typically it is set to $1 \%$.

### 2.3 Grammars

Before proceeding to grammars, an introduction to formal languages is presented [28,35]. Formal languages are a way of representing a set of sentences that share the same core concepts. Their definition is formalised using a set of symbols and rules of formation that indicate how those symbols can be combined. Languages, at a higher level, are any subset of $\Sigma^{*}$, which represents the set of all the sentences that can be formed by combining zero or more symbols from the alphabet, $\Sigma$. It always contains the empty string, $\lambda$.

In the other hand, grammars aim at assessing if a particular sentence is or not correct. Formally, they are defined by a four-tuple ( $V, T, S, P$ ), where:

- $V$ is the set of variables, also known as non-terminal symbols;
- $T$ is the set of terminal symbols;
- $S$ is the start symbol and it has to be part of $V$;
- $P$ is the set of production rules. They represent mappings of the type $x \rightarrow y$, $x \in(V \cup T)^{+}$and $y \in(V \cup T)^{*}$.

The process of replacing a non-terminal by a given production is called derivation step and they are what lead to the expansion of grammars, from the start symbol. Derivation steps are applied until no non-terminal symbol is left for expansion.

For the language $L(G)=\left\{a^{n} b^{n+1}: n \geq 0\right\}$ [35], where $\Sigma=\{a, b\}$, an example of a grammar is $G=(\{S, A\},\{a, b\}, S, P)$, with productions:

$$
\begin{aligned}
& S \rightarrow A b \\
& A \rightarrow a A b \\
& A \rightarrow \lambda
\end{aligned}
$$

With the grammar of the previous example, the derivation of the sentence "aabbb" can be obtained by applying the following derivation steps:
$S \xrightarrow{S \rightarrow A b} A b \xrightarrow{A \rightarrow a A b} a A b b \xrightarrow{A \rightarrow a A b} a a A b b b \xrightarrow{A \rightarrow \lambda} a a b b b$
Several types of grammars exist. In the following paragraphs focus will be given to Regular Grammars and Context-Free Grammars (CFGs). The main interest resides in CFGs, although those can be considered an extension of the first ones. A graphical type of grammars will also be presented: Shape Grammars.

Regular Grammars can be considered of two types: right or left-linear. If a grammar, $G=(V, T, S, P)$, has all production rules in the form $A \rightarrow x B$ or $A \rightarrow x$, $A, B \in V$ and $x \in T^{*}$, it is said to be right-linear. Otherwise, if the production rules are of the form $A \rightarrow B x$ or $A \rightarrow x$ the grammar is said to be left-linear.

As seen, in the previous mentioned forms, the production rules can only have one non-terminal in its right side. For example the grammar with the following production rules: $A \rightarrow x B ; A \rightarrow x B$ and $A \rightarrow x B B$ is not considered a regular grammar because: (i) it has production rules both in the right and left-linear forms; (ii) it has one production rule with more than one non-terminal in its right-side. Despite that, if violation (ii) was not present, the grammar could still be considered linear, meaning that at most one non-terminal symbol can occur on the right side of any production rule, without any restriction regarding its position.

From all the above, and specially from the example, it is easily concluded that a regular grammar is always linear but the opposite is not necessarily true, i.e., linear grammars are not required to be regular.

Context-Free Grammars (CFGs) are in all similar to regular grammars, removing all restrictions in the right side of production rules, allowing in this way the creation of more powerful grammars. For example, using a regular grammar it is not possible to model the parenthesis order of programming languages; a CFG can


Figure 2.11: Example of a derivation tree for the sentence "abbbb" using grammar $G=(\{S, A, B\},\{a, b, \lambda\}, S, P)$, with productions: $S \rightarrow a A B ; A \rightarrow b B b ; B \rightarrow A \mid \lambda$ [35].
achieve it. Being that said, a CFG, $G=(V, T, S, P)$, has its production rules of the form $A \rightarrow x$, where $A \in V$ and $x \in(V \cup T)^{*}$. All regular grammars are CFGs too; the opposite is not true.

As production rules can have several non-terminals, a derivation is said to be leftmost if it is the leftmost non-terminal symbol that is replaced in each derivation step. An analogous procedure is taken for rightmost derivations, expanding, in each derivation step, the rightmost non-terminal symbol first.

A way of representing derivations is by the use of derivation trees, where the nodes are labelled with terminal (inner nodes) and non-terminal symbols (leaf nodes). An example of the derivation tree for the sentence "abbbb" using grammar $G=$ ( $\{S, A, B\},\{a, b, \lambda\}, S, P$ ), with productions: $S \rightarrow a A B ; A \rightarrow b B b ; B \rightarrow A \mid \lambda$ is shown in Figure 2.11.

Given the following grammar $G=(\{E, I\},\{a, b, c,+, *,()\}$,$) with productions:$ $E \rightarrow I ; E \rightarrow E+E ; E \rightarrow E * E ; E \rightarrow(E) ; I \rightarrow a|b| c$ it is possible to derive the expression " $a+b * c$ " by at least two different ways [35]. This problem is known as ambiguity and it can be solved by rewriting the grammar. This is sometimes not enough because the ambiguity can be in the language itself. Other solution passes by establishing precedence rules. More about this forms of solving ambiguity can be read in [35].

One of the main applications of CFGs is in the definition of programming languages and in the construction of interpreters and compilers. Some adaptations to it were performed, in order to improve readability, forming the Backus-Naur Form (BNF). In BNFs non-terminals are enclosed in triangular brackets, terminals do not use any special notation and $::=$ is used instead of $\rightarrow$. Those are the main differences


Figure 2.12: Shape grammars example [77].
between CFGs and BNFs, being the last one used as the standard for representing programming languages.

Procedures for simplifying CFGs do exist: (i) removal of $\lambda$ production rules; (ii) removal of unitary production rules; (iii) removal of useless production rules and there are two main forms of normalisation: (i) Chomsky Normal Form; (ii) Greibach Normal Form. As these are not the focus of the present Dissertation, if pretended, further reading material can be found in [28,35].

Shape Grammars were introduced by Stiny and Gips in a way similar to CFGs, but applied using shapes. Shapes are mentioned to as limited sets of lines that can be defined in a Cartesian coordinate system with real axes and an associated Euclidean metric, providing that no two distinct lines can be combined to form a single one [77].

Shape grammars consist on a four-tuple $(S, L, R, I)$, where:

- $S$ is the set of shapes (equivalent to $T$ of CFGs);
- $L$ is the of symbols (equivalent to $V$ of CFGs);
- $R$ describes the set of shape rules, in the form $a \rightarrow b$, where $a \in\{S, L\}^{+}$and $b \in\{S, L\}^{*}$ (equivalent to $P$ of CFGs);
- $I \in\{S, L\}^{+}$refers to the initial shape (equivalent to $S$ of CFGs).

An example of the application of a shape grammar is shown in Figure 2.12, where the shape rules are represented in 2.12a, the initial shape in 2.12 b and a generation


Figure 2.13: Example of a derivation tree [86].
of a shape using the grammar in 2.12c. It is easily seen that the used grammar is not deterministic as shape rule 1 can be applied an infinite number of times.

In the following subsections, methods that use CFGs with GP are going to be presented. In Section 2.3.1 the grammar itself will be evolved while, in Section 2.3.2, the GP evolution has its representation based on grammar mappings.

### 2.3.1 Grammar Evolution

In [84-86] Whigham proposed a method for evolving Context Free Grammars (CFGs), CFG-GP, based on Koza's tree GP approach.

One of the main disadvantages of the method introduced by Koza is the need to assure the closure property, which will make it possible for crossover and mutation operators to take place in any position of the tree, leading always to valid candidate solutions. CFGs can overcome the need to meet this property.

### 2.3.1.1 Representation

As mentioned previously, Whigham aimed at evolving CFGs and, as so, the most intuitive representation are derivation trees.

In Figure 2.13, a representation of the grammar formed by the following production rules is depicted:

$$
\begin{aligned}
& \mathrm{S} \rightarrow \mathrm{~B} \\
& \mathrm{~B} \rightarrow \text { and } \mathrm{B} \mathrm{~B} \mid \text { or } \mathrm{B} \mathrm{~B} \mid \text { not } \mathrm{B} \mid \text { if } \mathrm{B} \mathrm{~B} \mathrm{~B} \mid \mathrm{T} \\
& \mathrm{~T} \rightarrow \mathrm{a} 0|\mathrm{a} 1| \mathrm{d} 0|\mathrm{~d} 1| \mathrm{d} 2 \mid \mathrm{d} 3
\end{aligned}
$$

The non-terminals set is $\{\operatorname{and}(2), \operatorname{or}(2), \operatorname{not}(1), i f(3)\}$ and the terminals are $\{a 0, a 1, d 0$,
$d 1, d 2, d 3\}$. The values in brackets, used in the non-terminals, represent their arity.

### 2.3.1.2 Initialisation

CFG-GP creates its initial population with a method based of the Ramped-Half-andHalf from traditional Koza's GP. After defining the maximum depth, the following algorithm, from [86], is applied:

1. Label each production rule $A \rightarrow x$, where $A \in N$ and $x \in\{N \cup \Sigma\}^{*}$, with the minimum number of derivation steps to create only terminals;
2. For the range of depths and number for each depth $D=i \ldots j$ do:
(a) Select the start symbol, S, and label it as the current non-terminal A;
(b) Randomly select a production $P_{1} \in P$ of the form $A \rightarrow x$ with minimum derivation steps to $\Sigma^{*}<D$;
(c) For each non-terminal $B \in x$, label $B$ as the current non-terminal and repeat steps (b) and (c).

### 2.3.1.3 Variation Operators

Variation operators, as in any EA, aim at producing offspring. In CFG-GP both recombination and mutation are applied, with different probabilities. Recombination aims at, from two parents, producing offspring, whereas mutation is applied to a single candidate solution.

Recombination is constrained to happen in non-terminals and, in order to guarantee that offspring is valid, the recombination algorithm picks the same node in both parents as the crossover point. From [86] it is possible to get the algorithm, as follows:

1. Select two programs, with derivation trees $p_{1}$ and $p_{2}$, from the population, based on fitness;
2. Randomly select a non-terminal $A \in p_{1}$;
3. If no non-terminal matches in $p_{2}$, go to step 1 ;
4. Randomly select $A \in p_{2}$;
5. Swap the subtrees below these non-terminals.
6. If the maximum depth is exceeded, the whole process is aborted and it should be restarted at step 1.

Mutation in this approach is the same as in traditional tree-based GP. To start, a randomly non-terminal is chosen as the mutation point and then, a new random tree is generated (as in the initialisation procedure), having as start node the mutation point. Next, the new built tree is inserted in the mutation point, replacing all the previous structure. In any case, the maximum tree depth should not be exceeded.

### 2.3.1.4 Bias

Usually, CFGs lead to large search spaces. It was proven in [84] that, for a specific problem, the introduction of biases produce an improvement in the success rate of the algorithm. Different types of bias exist, being the three major: (i) selection bias; (ii) language bias; (iii) search bias. A deeper explanation regarding each one of them can be found in [85]. From that, Whigham inferred that the dynamic creation of new production rules, in run time, based on the genotypes of the fittest individuals probably would acquire better results. That was proven to be true.

To accomplish that, it is first needed to find the most suitable areas of individuals that conduct to new production rules and then incorporate these into the CFG.

To start, an individual is selected to extend the current grammar. The chosen individual is the one which has a higher fitness value. If two or more happen to have the same quality, the one with the least depth is picked. Then, the identification of the better suited productions, that may be incorporated into the CFG, is done, using a bottom-up method. From the leaf nodes (terminals) it climbs up the parse tree to the next production which has, in the same level, other terminals or non-terminals. The traversed path describes the new production rule, which will be included in the CFG. The terminal that is chosen to be propagated in the bottom-up approach is the deepest and left-most one. In Figure 2.14 it is possible to identify the new production rule as $\mathrm{B} \rightarrow \mathrm{B}$ if a0 B B (starting from a0).

Another concept that was proposed was the merit value, which essentially represents the probability of choosing a production rule while applying a derivation step. When starting the whole evolutionary process, and no bias exists in the CFGs, a default merit value of 1 is set to all production rules. Then, upon identifying suitable production rules (like depicted in Figure 2.14), if the identified production already exists in the production rules set, its merit is incremented by one. Otherwise, it is added to the set and its merit set to one.


Figure 2.14: Identification of new production rules [86].

Changes were also proposed to the selection mechanisms, so that they would be proportional to productions merit instead of individuals fitness. Epoch-replacement ${ }^{3}$ is used, producing, from generation to generation, individuals that incorporate this knowledge, which is acquired over time.

### 2.3.2 Evolution Based in Grammars

A method of promoting evolution based in grammars is proposed in $[55,56,60]$ by O'Neill and Conor Ryan, which was named Grammatical Evolution (GE). It has been suggested as a way of evolving a program, in any language.

In the following subsections the main components of this evolutionary algorithm are going to be described. In particular, representation, variation operators and the decoding operation will be specified.

### 2.3.2.1 Representation

In GE, individuals are represented as variable-length binary strings of bits, where each group of 8 bits represents a codon, which denotes an integer. Those integers will them be mapped into BNF rules in order to allow program execution and consequent fitness assessment, as will be further detailed in Section 2.3.2.2.

From this type of linear representation, the generation of the initial population can be easily understood as the generation of randomly, length-variable strings of bits

[^3]```
|220}24
    11011100
```

Figure 2.15: Individual's representation example [60] (adapted).
(ones and zeros), within a defined minimum and maximum number of codons (groups of 8 bits). An example of an individual's genotype is presented in Figure 2.15 where, for the sake of simplicity, instead of the binary representation its integer encoding is represented.

### 2.3.2.2 Decoding

Beginning by the start symbol, the decoding procedure reads each codon in order to decide which derivation step should be applied. Derivations follow a leftmost approach, i.e., the derivation that is picked to be expanded is the first non-terminal symbol. In order to decide with which derivation rule should the program be expanded the mapping function shown in Equation 2.4 is used, where codon is the integer value resulting from the 8 bits and non_terminal_rules is the number of production rules, in the BNF, that the node that is to be expanded has. This process is repeated, recursively, until no more non-terminals exist.

$$
\begin{equation*}
\text { rule }=\text { codon MOD non_terminal_rules } \tag{2.4}
\end{equation*}
$$

An example of the application of this algorithm will be now presented, using as genotype the genetic material of Figure 2.15 and the grammar $G=(\{e x p r, o p$, preop $\},\{\operatorname{Sin},+,-, /, *, X, 1.0,()\},,<\operatorname{expr}>, P)$, from [60], where the production rules set is:

$$
\begin{align*}
\text { (1) }<\text { expr }>::= & <\text { expr }><\text { op }><\text { expr }>  \tag{0}\\
\mid & (<\text { expr }><\text { op }><\text { expr }>)  \tag{1}\\
\mid & <\text { preop }>(<\text { expr }>)  \tag{2}\\
\mid & <\text { var }> \tag{3}
\end{align*}
$$

(2) $<$ op $>::=+(0)$

| $\mid$ | - | $(1)$ |
| :--- | :--- | :--- |
| $\mid$ | $/$ | $(2)$ |
| $\mid$ | $*$ | $(3)$ |

(3) $<$ preop $>::=$ Sin

From the starting symbol, $<$ expr>, that has 4 possible production rules, and the codon representing 220 are read. As 220 MOD $4=0$, from <expr>, <expr><op> <expr> is originated. In the second step, with the leftmost non-terminal being <expr> the operation $240 M O D 4$ will be performed. The result is 0 and for that <expr><op><expr><op><expr> is reached. This process is repeated until no further non-terminal is present in the sentence. If continued, the reader will notice that the final expression will be given by $1.0-\operatorname{Sin}(X) * \operatorname{Sin}(X)-\operatorname{Sin}(X) * \operatorname{Sin}(X)$.

If, for any reason, during the decoding process no more codons are available, that is, if all of them are used, there can be performed one of the following actions. In one hand, the individual can be declared invalid, and later replaced by the steadystate replacement mechanism. In the other hand, wrapping can be done, i.e., genetic material is reused, re-starting reading the codons from the initial one. The opposite can also happen. It is possible that not all the genetic material is used. No concerns should be given to that situation. Individual's can also be declared invalid for being unable to produce a complete mapping, as their grammar can be recursive.

With regard to the reading of codons, to one condition an exception should be made. If expanding a non-terminal that has only a production rule, no codon should be read, as only one outcome is possible. Returning to the previous example, if a decision was needed to me made regarding the non-terminal <preop> it is obvious that it was going to be replaced by the terminal Sin as no other option exists, as so, no codon should be used.

The procedure herein represented is deterministic. If this process is repeated more than once, to the same individual, as the codons order is the same the produced output will always be equal.

To end this section, redundancy of the decoding/mapping method must be addressed. By mathematical reasons, the value of $(A * B) M O D B$ outputs always the same result for any integers $A$ and $B$. Placing this in context with the mapping technique under study, it becomes clear that several paths do exist that lead to the same final expression. That should not be seen as a problem as it also happens in nature, with proteins having multiple possible nucleotides encodings. In [59] this redundancy has been proven to preserve population's diversity, improving in this way GE's efficiency.

### 2.3.2.3 Variation Operators

For the fact that GE uses a linear form of representation, the applied variation operators are the typical ones for this kind of approaches. If, during the application of this operators, an invalid individual is generated, its fitness should be penalised and due to a steady-state replacement they will be likely replaced, whereas highly fitted individuals will be kept.

Recombination Standard GE employs single point crossover, i.e., after choosing the crossover points, the genetic material is exchanged between the two parents, giving origin to offspring, in this case two new individuals. Those new generated individuals then replace their parents in the population's pool.

For example, if considering two individuals as parents, represented respectively by $0101 \mid 01$ and $1110 \mid 00$, where | represents the crossover point, the offspring will be 010100 and 111001.

Further crossover techniques that might be suited to use with GE were also studied. The obtained results are fully described in [57] and demonstrate that other approaches were found to be no better than the addressed in the present section.

Mutation Several different mutations can be applied to linear representations; the ones herein presented are from [56] and [60].

In [60], point mutation and codon duplication are referred. Point mutation aims at changing a bit value, in a given position. In the other hand, duplication aims at randomly choosing a number of codons to duplicate, placing them at the end of the individual's genotype. [56] adds pruning to the previously mentioned operators. This last mutation aims at removing all the genes that are not used to express the characteristics of a given individual, that is, all those that are not used in the genotype to phenotype mapping procedure (detailed in Section 2.3.2.2).

Due to the fact that many introns may exist, neutral mutations can arise, i.e., even upon the application of mutations to individuals, their phenotype and, consequently, their fitness may suffer no modifications. This is potentially useful as it provides the individual with the capacity to cope with some potentially destructive mutations.

### 2.4 Conclusions

In the present chapter we started by presenting Evolutionary Computation as a way of linking computational power with the principles that guide evolution in nature. Then,
we drilled down over Evolutionary Algorithms, describing what they are and their main components, focusing later on one of its branches known as Genetic Programming. Regarding GP, multiple approaches to it were investigated, namely, Koza's Tree-based GP, Parallel Distributed GP and Cartesian GP, the last two encode individuals as graphs. To end, grammar theory and GP approaches that make use of them were detailed and explored. Some of the considered techniques just use grammars to guide evolution while others evolve the grammar itself.

All this overview and knowledge about such a wide range of ideas and notions kept us thinking about some questions and issues that serve as starting point for the current Dissertation. Is it possible to come up with a tool capable of dealing with multiple problem environments and domains? Can grammar formulations help in this task? If so, how? Which way of representing the solutions is more easily adaptable and interpretable? Is it worth trying to combine multiple components of the different approaches previously described?

During the following chapters we will provide some answers to the above questions, ending with a broad discussion of them, in Chapter 7.

## Chapter 3

## Representation and Operators

In the present chapter, approaches aiming at solving some of the raised questions in Section 2.4 are going to be addressed.

During the first stage of the Dissertation, and in line with previously developed work, a graph-based evolutionary engine was developed (Section 3.1). The objective of this approach is to evolve graphs resembling grammar structures. In initial work the graphs represented Context Free Design Grammars [11] only; later, the representation was generalised to cope with any type of grammar.

Later on, a tree-based evolutionary engine is proposed (Section 3.2). With the objective of making the task of generalisation to other domains easier, individuals are represented as derivation trees of a pre-defined grammar. Because this grammar specifies the form that can be taken by the grammar that will ultimately define the individuals, we can call it a pre-grammar, using some of the concepts introduced by Nicolau in [53].

In each of the above referred sections (Sections 3.1 and 3.2) the used representation and operators (population initialisation, mutation and crossover) are thoroughly detailed. As fitness assessment is similar in both approaches, we decided to merge its description in Section 3.3. To end, conclusions regarding the theory behind both methodologies are drawn (Section 3.4).

### 3.1 Graph-Based

The first tried approach for the evolution of grammar formulations is herein described. Individuals are represented as graphs, where each node encodes a production rule. Later, they are mapped into phenotypes and their quality assessed.

The next sections are organised as follows. Section 3.1.1 describes the representation used to encode the individuals genotype; random population initialisation is

```
start non_term_A
rule non_term_A{
    term_\overline{B}{param_a 2, param_b 0}
    non_term_b{}
}
rule non_term_B 0.5{
    non_term_B{}
    term_B{param_b -1}
}
rule non_term_B 0.7{
    non_term_B{param_a 1}
    term_A{}
}
```



Figure 3.1: On the left a generic grammar; on the right, the same grammar represented as a graph. $W$ represents the node's weight. Rectangles represent terminals and rounded rectangles non-terminals.
detailed in Section 3.1.2. Finally, Sections 3.1.3 and 3.1.4 respectively present the crossover and mutation operators.

### 3.1.1 Representation

In this approach each individual is represented by means of a directed graph formed by a set of nodes and links. Each node corresponds to a symbol (terminals and non-terminals) and each connection to a link between nodes.

Figure 3.1 depicts an example of a generic grammar and its corresponding graph representation. Individuals are interpreted starting from the starting symbol (in this case, non_term_A) and proceeding in a breadth-first fashion, expanding the production rules. Augmented grammars are allowed, i.e., it is possible to associate parameters with each symbol call, which are kept in the connection links between nodes (for example, the parameter param_a used in the call to term_ $B$ from non_term_A). The interpretation ends when there are no non-terminal symbols left to expand.

In order to allow the use of non-deterministic grammars, the definition of the same non-terminal rule more than once is allowed (non_term_B in Figure 3.1). Then, prior to its expansion one of them must be chosen, resorting to a stochastic process, where the weight of each node is used. Node weights can be found in each rule definition, right after the non-terminal name (see Figure 3.1); if no value is specified, a default of 1 is assumed. As one may notice, node weights can sum up more than 1 ; although, before choosing one node from the multiple possibilities, their probability is re-weighted so that their sum totals 1 .

From the example it is also clear that loops may occur (non_term_B in Figure 3.1).

### 3.1.2 Random Initialisation

The creation of the initial population for the current evolutionary engine is of huge importance, being responsible for generating the first genetic material that will be evolved through time. Instead of having to supply to the system the first population, either composed of human-created grammars [41] or of a single minimal grammar [42], we decided for a procedure that allows the creation of a random population of individuals.

```
Algorithm 2 Random initialisation of a graph-based individual.
    procedure RandomInitialisation(terminals, prob \(_{t}\) )
        \(\min _{v}, \max _{v} \leftarrow\) minimum, maximum number of non-terminal symbols
        \(\min _{p}, \max _{p} \leftarrow\) minimum, maximum number of production rules per non-
    terminal
        \(\min _{c}, \max _{c} \leftarrow\) minimum, maximum number of calls per production
        nonterminals \(\leftarrow\) RandomlyCreateNonTerminalSet \(\left(\min _{v}, \max _{v}\right)\)
        for all \(V \in\) nonterminals do
            numberof productions \(\leftarrow \operatorname{random}\left(\min _{p}, \max _{p}\right)\)
            for \(i \leftarrow 1\), numberofproductions do
                productionrule \(\leftarrow\) NewProductionRule \((V)\)
                numberofcalls \(\leftarrow\) random \(\left(\min _{c}\right.\), max \(\left._{c}\right)\)
                for \(j \leftarrow 1\), numberof calls do
                if \(\operatorname{random}(0,1)<\operatorname{prob}_{t}\) then
                productionrule.InsertCallTo(RandomlySelect(terminals))
                else
                                    productionrule.InsertCallTo(RandomlySelect(nonterminals))
                end if
                productionrule.RandomlyInsertProductionRuleParameters()
                    end for
            end for
        end for
        individual.setProductionRules(productionrules)
        individual.RandomlySelectStartNode(nonterminals)
        return individual
    end procedure
```

In simple terms, the method for creating a random candidate solution can be described as follows: we begin by randomly determining the number of non-terminal symbols and the number of production rules for each of the symbols (i.e., the number
of different options for its expansion). Since this defines the nodes of the graph, the next step is the random creation of connections among nodes and calls to terminal symbols. The parameters associated with the calls to terminal and non-terminal symbols are also established randomly. Finally, once all productions have been created, we randomly select a starting node, from the non-terminals set. Algorithm 2 details this process, which is repeated until the desired number of individuals is reached. Important to mention that the method RandomlyCreatdeNonTerminalSet just creates random symbols, without any constraints or need to match them to anything else. More technically, it just creates a set of strings that become non-terminals.

### 3.1.3 Crossover Operator

Regarding the crossover operator, the rationale was to develop a method that would promote the meaningful exchange of genetic material between individuals. Given the nature of the representation, this implied the development of a graph-based crossover operator that is aware of the structure of the graphs being manipulated. The proposed operator can be seen as an extension of the one presented by Pereira et al. [61]. In simple words, it allows the exchange of subgraphs between individuals.

The crossover of genetic code between two individuals, $a$ and $b$, implies: (i) selecting one subgraph from each parent; (ii) swapping the nodes and internal edges of the subgraphs, i.e., edges that connect two subgraph nodes; (iii) establishing a correspondence between nodes; (iv) restoring the outgoing and incoming edges, i.e., respectively, edges from nodes of the subgraph to non-subgraph nodes and edges from non-subgraph nodes to nodes of the subgraph.

Subgraph selection - Randomly selects for each parent, $a$ and $b$, one crossover node, $v_{a}$ and $v_{b}$, and a subgraph radius, $r_{a}$ and $r_{b}$. Subgraph $s_{r a}$ is composed of all the nodes, and edges among them, that can be reached in a maximum of $r_{a}$ steps starting from node $v_{a}$. Subgraph $s_{r b}$ is defined analogously. Two methods were tested for choosing $v_{a}$ and $v_{b}$, one assuring that both $v_{a}$ and $v_{b}$ are in the connected part of the graph and one without restrictions. The radius $r_{a}$ and $r_{b}$ are randomly chosen, between 0 and the maximum diameter of the graph.

Swapping the subgraphs - Swapping $s_{r a}$ and $s_{r b}$ consists in replacing $s_{r a}$ by $s_{r b}$ (and vice-versa). After this operation the outgoing and the incoming edges are destroyed. Establishing a correspondence between nodes, repairs these connections.

```
Algorithm 3 Traversing the minimum spanning trees of two subgraphs.
    procedure TrAVERSE(a, b)
        set_correspondence \((a, b)\)
        mark(a)
        \(\operatorname{mark}(b)\)
        repeat
            if unmarked \((\) a.descendants \() \neq N U L L\) then
                next \({ }_{a} \leftarrow\) RandomlySelect(unmarked(a.descendants))
            else if \(a\).descendants \(\neq N U L L\) then
                \(n e x t_{a} \leftarrow\) RandomlySelect(a.descendants)
            else
                \(n e x t_{a} \leftarrow a\)
            end if
            **** do the same for next \(_{b}{ }^{* * * *}\)
            traverse \(\left(\right.\) next \(_{a}\), next \(\left._{b}\right)\)
        until unmarked (a.descendants) \(=\) unmarked (b.descendants \()=N U L L\)
    end procedure
```

Correspondence of nodes - Let $s_{r a+1}$ and $s_{r b+1}$ be the subgraphs that would be obtained by considering a subgraph radius of $r_{a}+1$ and $r_{b}+1$ while performing the subgraph selection. Let $m s t_{a}$ and $m s t_{b}$ be the minimum spanning trees (MSTs) with root nodes $v_{a}$ and $v_{b}$ connecting all $s_{r a+1}$ and $s_{r b+1}$ nodes, respectively. For determining the MSTs all edges are considered to have unitary cost. When several MSTs exist, the first one found is the one considered. The correspondence between the nodes of $s_{r a+1}$ and $s_{r b+1}$ is established by traversing $m s t_{a}$ and $m s t_{b}$, starting from their roots, as described in Algorithm 3.

Restoring outgoing and incoming edges - The edges from a $\notin s_{r a}$ to $s_{r a}$ are replaced by edges from a $\notin s_{r b}$ to $s_{r b}$ using the correspondence between the nodes established in the previous step (e.g. the incoming edges to $v_{a}$ are redirected to $v_{b}$, and so on). Considering a radius of $r_{a}+1$ and $r_{b}+1$ instead of $r_{a}$ and $r_{b}$ in the previous step allows the restoration of the outgoing edges. By definition, all outgoing edges from $s_{a}$ and $s_{b}$ link to nodes that are at a minimum distance of $r_{a}+1$ and $r_{b}+1$, respectively. This allows us to redirect the edges from $s_{b}$ to $\mathrm{b} \notin s_{b}$ to $\mathrm{a} \notin s_{a}$ using the correspondence list.

An example of the application of the above detailed crossover operator, from [42], is shown in Figure 3.2; on the left the parents and on the right the offspring. It is considered that $v_{a}=B, v_{b}=1$ and $r_{a}=r_{b}=2$. Subgraphs $s_{r a}$ and $s_{r b}$ are represented by the grey nodes and dotted edges stand for the MSTs. It is also assumed that


Figure 3.2: Graph-based crossover example [42].

Algorithm 3, because of its stochastic nature, returns the correspondence list \{B-1, C-2, E-2, D-3, F-5, G-6, G-7, D-4\}.

### 3.1.4 Mutation Operators

The mutation operators were designed to attend two basic goals: allowing the introduction of new genetic material in the population and ensuring that the search space is fully connected, i.e., that all of its points are reachable from any starting point through the successive application of mutation operators. This resulted in the use of a total of ten operators, which are succinctly described on the following paragraphs.

Startshape mutate - randomly selects a non-terminal as starting symbol.
Replace, Remove or Add symbol - when applied to a given production rule, these operators: replace one of the present symbols with a randomly selected one; remove a symbol and associated parameters from the production rule; add a randomly selected symbol in a valid random position. Note that these operators are applied to terminal and non-terminal symbols.

Duplicate, Remove or Copy \& Rename rule - these operators: duplicate a production rule; remove a production rule, updating the remaining rules when necessary; copy a production rule, assigning a new randomly created name to the rule and thus introducing a new non-terminal.

Change, Remove or Add parameter - as the name indicates, these operators add, remove or change parameters and parameter values. The change of parameter values is accomplished using a Gaussian perturbation.


Figure 3.3: From pre-grammars to strings.

### 3.2 Tree-Based

With the objective of turning generalisation into an easier step, a methodology where the user can input the exact structure that the outputs of the system should follow was addressed. Keeping in mind that rationale, it is easily understood the choice for a tree approach, where each individual will represent a derivation tree of a pre-defined grammar. In this way, individuals are themselves derivations from a higher-level grammar.

Analogously to the previous section, after introducing what are pre-grammars and how they were used (Section 3.2.1) we will, in Section 3.2.2, detail the individual's representation. Then, we will move to the implementation details of the population initialisation, crossover and mutation operators, respectively in Sections 3.2.3, 3.2.4 and 3.2.5

### 3.2.1 Pre-grammars

As mentioned earlier, in this type of approach the user is required to input a structure similar to a BNF, which specifies how the derivation tree should be expanded. It cannot be considered a BNF because some of the used symbol representations are not permitted in that form of representing grammars. In fact, this structure is still not the one that will ultimately be used for creating the derivation trees. It only specifies how must that grammar be formed, allowing for that, in addition to BNFs, the use of coding blocks, which are explained in the next paragraphs. As so, we call it pregrammar, following notation similar to the one introduced by Nicolau and Dempsey, in [53].

Figure 3.3 depicts the steps that are needed to produce a derivation tree. As shown, first the pre-grammar (structure input by the user) must be converted into the actual grammar. Only then it is possible to generate random derivation trees. Later on, the leaves of the derivation tree are read (from left to right) and their values concatenated.

In the following paragraphs, to simplify writing, production rules of the pregrammar will be referred to as pre-rules. Production rules of the actual grammar, i.e., the one derived from the pre-grammar, will be called grammar-rules.

The main difference between pre-grammars and the actual grammars resides on the existence of special coding blocks, that need to be further expanded. More precisely, we developed three coding blocks:
$<\boldsymbol{n o n}$-term $>(\boldsymbol{x}, \boldsymbol{y})$ - when mapping from the pre-rule to the grammar-rule, this block should be replaced by a random number of calls (between $x$ and $y$ ) to the non-terminal $<$ non-term $>$;
$<$ non-term $_{1}>\left(\boldsymbol{x}\right.$, non-term $\boldsymbol{n}_{2}$, type, bool $)$ - implies that this block is to be replaced by $x<$ non-term $m_{1}>$ non-terminals and that, in each one, the nonterminal $<$ non_term $m_{2}>$ is to be assigned a random value of type type. Moreover, if bool is set to True the random values generated should be kept, in order to create a new grammar-rule, $<$ non-term $m_{2}>$, with them;
$[x, y]$ - when mapping from a pre-rule into a grammar-rule nothing is changed in this block. It encodes a range, between $x$ and $y$ and later, while generating the derivation tree, if a grammar-rule with this encoding is found, it provides a value between the defined interval. Above all, it acts like a terminal symbol.

```
<non_term_A> ::= <non_term_B>(2, non_term_C, string, True)
    <non_term_C> (0,3)
<non_term_B> ::= <non_term_C> [0,1]
```

Grammar 3.1: Example of a pre-grammar.

An example of an expanded grammar is shown in Grammar 3.2, which results from the pre-grammar depicted in Grammar 3.1. It is assumed that the two randomly created strings are "a" and "b" and that the random value 1 is returned (to perform the expansion of the second block). In the first grammar-rule of Grammar 3.2 the nonterminal non_term_C, called from the two non_term_B non-terminal rules, should derive the terminals $a$ and $b$, respectively.

```
<non_term_A> ::= <non_term_B> <non_term_B> <non_term_C>
<non_term_B> ::= <non_term_C> [0,1]
<non_term_C> ::= a | b
```

Grammar 3.2: Grammar that results from the expansion of the pre-grammar presented in Grammar 3.1.


Figure 3.4: Example of a possible derivation tree of Grammar 3.2. Squares represent terminals and rounded rectangles non-terminals. To check the steps need to build the derivation tree refer to Figure 3.5.

### 3.2.2 Representation

As the name suggests, in this approach individuals are encoded as trees, more specifically, as derivation trees. Therefore, each inner node represents a non-terminal rule, i.e., a rule that still has to be expanded, whereas leaves stand for terminal symbols, which require no further processing.

Moreover, the proposed method aims at dealing with different domains. In order to make that possible, it receives as input a pre-grammar, as explained in Section 3.2.1.

An example of a derivation tree, generated using Grammar 3.2, is depicted in Figure 3.4. To get the production encoded in a derivation tree it is just needed to read all the leaves, discarding internal nodes. To do so, the derivation tree must be traversed in a depth-first pre-order way. In this method, after arriving to a new node, it expands its children nodes from left to right, until a terminal node (leaf) is reached. From that, it is possible to conclude that the derivation tree of Figure 3.4 gives origin to: "a 0.5 b 1 b ".

### 3.2.3 Random Initialisation

In order to randomly create the initial population that will feed the evolutionary process it is first necessary to define the desired BNF grammar as well as the start

```
Algorithm 4 Random initialisation of a tree individual.
    procedure TreerandomInitialisation(TreeNode, BNF)
        if TreeNode is not terminal then
            expansion \(\leftarrow\) ChooseExpansion(TreeNode, \(B N F)\)
            for symbol \(\in\) expansion do
                newnode \(\leftarrow\) NewTreeNode(symbol)
                TreeRandomInitialisation(newnode, BNF)
                TreeNode.addChild(newnode)
            end for
        end if
    end procedure
```

symbol. Then, beginning with the root symbol the derivation trees will be expanded, recursively, in a leftmost order, until no non-terminal symbol is left.

Algorithm 4 details the process. Taking into account that each symbol (terminal and non-terminal) is stored in a tree node, it expands the non-terminals from left to right, until a non-terminal is reached. The expansion rule is chosen randomly, from the set of possibilities, a-priori defined by the user. The algorithm must be repeated until the desired number of individuals is reached.

An example of the application of the above mentioned algorithm with the grammar introduced in Grammar 3.2 is shown in Figure 3.5.

### 3.2.4 Crossover Operator

As a result of the tree nature of representation, this operator can be easily understood as the typical one for this kind of approach, as previously detailed in Section 2.2.2.1, with the addition of some restrictions.

In order to produce offspring ( $\mathrm{off}_{a}$, off $_{b}$ ) from two parents (par ${ }_{a}$, par $_{b}$ ) it is first needed to choose the cutting points in each tree $\left(\right.$ cut $\left._{a}, c^{\prime} t_{b}\right)$ and then swap them. Because we are dealing with derivation trees, it is necessary to assure that the cutting points correspond to the same production rule; if not, the produced individuals would likely be ungrammatical. Moreover, the probability of choosing the cutting points from leaf nodes ( rrob $_{\text {leaves }}$ ) should be also specified; otherwise, as leaves tend to be more numerous than inner nodes, the change of genetic material would be, most of the times, minimal. Algorithm 5 details the above procedure.


Figure 3.5: Random derivation tree creation, using Algorithm 4. For simplification, only the first 5 steps of the algorithm are depicted. Squares represent terminals and rounded rectangles non-terminals.

```
Algorithm 5 Crossover in tree-based individuals.
    procedure TreeCrossover(par \({ }_{a}\), par \(_{b}\), prob \(_{\text {leaves }}\) )
        off \(_{a} \leftarrow \operatorname{Copy}\left(\right.\) par \(\left._{a}\right)\)
        off \(_{b} \leftarrow \operatorname{Copy}\left(\right.\) par \(\left._{b}\right)\)
        if \(\operatorname{random}() \leq \operatorname{prob}_{\text {leaves }}\) then
            nodes \(_{a} \leftarrow\) FindLeaf Nodes \(\left(o f f_{a}\right)\)
            nodes \(_{b} \leftarrow\) FindLeaf Nodes \(\left(\right.\) of \(\left._{b}\right)\)
        else
            nodes \(_{a} \leftarrow\) FindInner Nodes \(\left(o f f_{a}\right)\)
            nodes \(_{b} \leftarrow\) FindInner Nodes \(\left(\right.\) of \(f_{b}\) )
        end if
        \(\left(\right.\) cut \(_{a}\), cut \(\left._{b}\right) \leftarrow\) ChooseCuttingPoint \(\left(\right.\) nodes \(_{a}\), nodes \(\left._{b}\right)\)
        \(\mathrm{off}_{a}\left[\right.\) cut \(\left._{a}\right] \leftarrow \operatorname{cut}_{b}\)
        \(\mathrm{off}_{b}\left[\right.\) cut \(\left._{b}\right] \leftarrow \mathrm{cut}_{a}\)
        return \(\left(\right.\) off \(_{a}\), off \(\left._{b}\right)\)
    end procedure
```


### 3.2.5 Mutation Operator

Mutation over derivation trees is a simple technique, resembling aspects from both crossover and population initialisation operators. First, a subtree of the individual has to be picked; once again probabilities for avoiding the selection of terminal symbols only are applied. Next, a new subtree to replace the previously chosen one is generated, as in Algorithm 4, taking as starting point the root of the subtree being mutated.

### 3.3 Fitness Assignment

In order to allow the use of the evolutionary algorithm in multiple domains, fitness assignment must be kept as a separate module. In simple words, the fitness function provided by the system's user receives as input an individual that represents a grammar (graph/tree), performs its mapping to a phenotype and then returns its quality value.

Examples of the assessment of fitness over two different domains are addressed in Chapter 4.

### 3.4 Conclusions

With the current chapter we aim at presenting the technical specifications of the developed GP approaches, which are going to be used from now on.

We started by introducing a graph-based evolutionary engine, where individuals are represented by nodes connected through a set of edges. Nodes mean production rules, whereas the links between them stand for the control of flow and parameters. On the other hand, we have an approach where the candidate solutions are derivation trees, associated with a pre-defined grammar. In this situation, inner nodes correspond to non-terminals of the pre-grammar and leaves to terminals.

Regarding the used operators, it is important to notice that they obviously are different because they focus on manipulating different types of structures. However, the tree-based operators are much easier to implement and understand than the graph-based ones. For instance, focusing on mutation, the graph-based mutation is comprised of ten operators, while the tree-based only has one which, in turn, is very similar to the initialisation method.

The impact of the different approaches as well as a detailed analysis of their operators will be carried out during the next chapter.

## Chapter 4

## Experimentation

After introducing, in the previous chapter, the theoretical concepts behind the proposed approaches, it is our intention now to design experiments that confirm their validity and capacity to evolve what is desired.

To prove that the methods are capable of dealing with different domains, i.e., that they have sufficient generalisation capacities we will apply them to the creation of images and musical sequences, where both of them result from the mapping from a grammar genotype, represented as a graph or derivation tree, to a phenotype (image or music).

In Section 4.1 the performance of tests for the evolution of Context Free Design Grammars [11] will be carried out. Both graph and tree-based approaches will be tested, independently. Later, a standardisation that merges components from both forms of representation will be investigated and tried. From the results of that last step we will then proceed to conducting experiments for the evolution of MIDI [1] files, leading this way to the output of musical sequences (Section 4.2). To end, in Section 4.3 conclusions will be drawn.

### 4.1 Evolving Context Free Art

Context Free Design Grammar (CFDG) [11] is a language capable of representing images through a compact set of production rules. In essence, a CFDG is an augmented context free grammar represented by a 4 -tuple ( $V, \Sigma, R, S$ ), where:

- $V$ is a set of non-terminal symbols;
- $\Sigma$ is a set of terminal symbols;
- $R$ is a set of production rules that map from $V$ to $(V \cup \Sigma)^{*}$;

```
startshape Edera
rule Edera {
    CIRCLE {s 5}
    Ciglio {}
    Edera {x-5 y -1 s 0.90} }
rule Ciglio {
    SQUARE {hue 200 sat 0.5}
    Pelo {r 5 hue 200 sat 0.5}
    Ciglio {y -1 r 0.5 s 0.998 b 0.005} }
rule Ciglio {
    SQUARE {hue 200 sat 0.5}
    Pelo {r 5 hue 200 sat 0.5}
    Ciglio {y -1 r 0.5 s 0.998 b 0.005 flip 90} }
rule Ciglio . }008\mathrm{ {
    SQUARE {hue 200 sat 0.5}
    Pelo {r 5 hue 200 sat 0.5}
    Ricciolo {y -1 s 0.998 b 0.005} }
rule Ricciolo {
    SQUARE {hue 200 sat 0.5}
    Pelo {r 5 hue 200 sat 0.5}
    Ricciolo {y -1 r 3 s 0.998 b 0.005} }
rule Ricciolo . }005\mathrm{ {
    SQUARE {hue 200 sat 0.5}
    SQUARE 
    Pelo {r { hue 200 sat 0.5}
rule Pelo {
    CIRCLE {s 5 0.1} }
```



Figure 4.1: On the left, a CFDG adapted from www.contextfreeart.org/gallery/ view. php?id=165; On the right, different renderings of the left grammar.

- $S$ is the initial symbol.

More specifically, the set of allowed terminals is \{SQUARE, TRIANGLE, CIRCLE\}. As previously mentioned, CFDGs are augmented grammars ${ }^{1}$, where the set of allowed parameters can be grouped into two main groups: (i) colour parameters, such as hue or saturation; (ii) geometric parameters, like size or rotate. More information regarding the parameters' meaning and their allowed values can be found in [11]. Non-terminals can be defined as any string of variable size, requiring that they have to be different from terminals and parameters names. Finally, the initial symbol should be part of the non-terminals set.

Figure 4.1 shows an example of a CFDG along with multiple renderings of it. This is possible due to the fact that CFDGs are non-deterministic grammars, i.e., rendering the same grammar with different rendering seeds possibly leads to visually distinct results. In other words, CFDGs can have the same rule defined more than once. If this happens, when one of those rules is called, one of them is chosen using roulette wheel selection, based on their probabilities. Rule probabilities are defined after their name (see Figure 4.1); if no value is specified, a default of 1 is assumed.

The following subsections are organised as follows. To start, how individuals are mapped from a grammar to an image, as well as the assessment of their quality,

[^4]will be addressed (Section 4.1.1). Later, in Sections 4.1.2 and 4.1.3, tests with both graph and tree-based approaches are going to be described, respectively. Experiments comparing both approaches for the evolution of CFDGs are also to be detailed, in Section 4.1.4.

### 4.1.1 Fitness Assignment

Context Free Art [29] is an open-source software tool that aims at performing the rendering of CFDGs into images, in this case, into the Portable Network Graphics (PNG) format. In order to deal with the possible recursivity of grammars, which leads to non-terminating programs, the code of Context Free Art was changed to guarantee an output in a maximum number of expansion steps (set by the user).

After the above mentioned adjustment to the software, to produce a single rendering from a grammar it is needed to input to the program the width, height and saving path of the output image along with the input grammar and maximum number of expansion steps. Another important parameter is the rendering seed, which is also part of the rendering's input and assures the replicability of results.

At this step, instead of CFDGs we will have PNG files, from which quality can be measured according to several different metrics. Sections 4.1.1.1 to 4.1.1.5 describe some of these metrics, which will be used during the performance of experiments in the following sections. Then, Section 4.1.1.6 mentions a way of merging multiple metrics into a single one, so that the optimal output should aim at maximising all the characteristics that are sought by each single component.

### 4.1.1.1 JPEG Size

The image returned by Context Free Art is encoded in JPEG format using the maximum quality settings. The size of the JPEG file becomes the fitness of the individual. The rationale is that, complex images, with abrupt transitions of colour, are harder to compress and hence result in larger file sizes, whereas simple images will result in small file sizes [37, 44]. Although this assignment scheme is rather simplistic, it has the virtue of being straightforward to implement and yielding results that are easily interpretable. As such, it was used to assess the ability of the evolutionary engine to complexify and to establish adequate experimental settings.

### 4.1.1.2 Number of Contrasting Colours

As the name indicates, the fitness of an individual is equal to the number of contrasting colours present in the image returned by Context Free Art. To calculate the number of contrasting colours we: (i) reduce the number of colours using a quantization algorithm; (ii) sort all colours present in the image by descending order of occurrence; (iii) for all the colours, starting from the most frequent ones, compute the Euclidean distance between the colour and the next one in the ordered list; if it is lower than a certain threshold it is removed from the group; (iv) return as fitness the number of colours present in the list when the procedure is over. In these experiments the Red, Green, Blue (RGB) colour space was adopted. We quantize the image to 256 colours using the quantization algorithm from the Graphics Interchange Format (GIF) format [30]. The threshold was set to $1 \%$ of the maximum Euclidean distance between colours ( $\sqrt{3 \times 255^{2}}$ for the RGB colour space).

### 4.1.1.3 Fractal Dimension and Lacunarity

The use of fractal dimension estimates in the context of computational aesthetic has a significant tradition $[51,75]$. Although not as common, lacunarity measures have also been used $[7,8]$. For the experiments herein described, the fractal dimension is estimated using the box-counting method and the $\lambda$ lacunarity value estimated by the sliding box method [31]. By definition, the estimation of the fractal dimension and lacunarity requires identifying the "object" that will be measured. Thus, the estimation methods take as input a binary image (i.e., black and white), where the white pixels define the shape that will be measured and the black pixels represent the background. In our case, the conversion to black and white is based on the CFDG background primitive. All the pixels of the same colour as the one specified by the CFDG background primitive are considered black, and hence part of the background. The ones that are of a different colour are considered part of the foreground (see Figure 4.2). Once the estimates are computed we assign fitness according to the proximity of the measure to a desired value, as follows:

$$
\begin{equation*}
\text { fitness }=\frac{1}{1+\mid \text { target }_{\text {value }}-\text { observed }_{\text {value }} \mid} \tag{4.1}
\end{equation*}
$$

We use the target values of 1.3 and 0.9 for fractal dimension and lacunarity, respectively. These values were established empirically by calculating the fractal dimension and lacunarity of images that have desirable aesthetic qualities.


Figure 4.2: Example of the transformation from the input colour image (left image) to the background/foreground image (right image) used for the Fractal Dimension and Lacunarity estimates.

### 4.1.1.4 Complexity

This fitness function, based on the work of Machado et al. [37,43,44], assesses several characteristics of the image related to complexity. In simple terms, the rationale is valuing images that constitute a complex visual stimulus but that are, nevertheless, easy to process. A thorough discussion of the virtues and limitations of this approach is beyond the scope of this section; as such, we focus on practical issues pertaining its implementation. The approach relies on the notion of compression complexity, which is defined and calculated using the following formula:

$$
\begin{equation*}
C(i, \text { scheme })=R M S E(i, \operatorname{scheme}(i)) \times \frac{s(\text { scheme }(i))}{s(i)}, \tag{4.2}
\end{equation*}
$$

where $i$ is the image being analysed, scheme is a lossy image compression scheme, $R M S E$ stands for the root mean square error, and $s$ is the file size function.

To estimate the complexity of the visual stimulus $(I C(i))$ the authors calculate the complexity of the JPEG encoding of the image (i.e., $I C(i)=C(i, J P E G)$ ). The processing complexity $(P C(i))$ is estimated using a fractal (quadratic tree based) encoding of the image [19]. Considering that as time passes the level of detail in the perception of the image increases, the processing complexity is estimated for different moments in time $(P C(t 0, i), P C(t 1, i))$ by using fractal image compression with different levels of detail. In addition to valuing images with high visual complexity and low processing complexity, the approach also values images where $P C$ is stable for different levels of detail. In other words, according to this approach, an increase in description length should be accompanied by an increase in image fidelity. Taking all these factors into consideration, Machado et al. [37,43,44] proposed the following formula for fitness assignment:

$$
\begin{equation*}
\frac{I C(i)^{a}}{(P C(t 0, i) \times P C(t 1, i))^{b} \times\left(\frac{P C(t 1, i)-P C(t 0, i)}{P C(t 1, i)}\right)^{c}}, \tag{4.3}
\end{equation*}
$$

where $a, b$ and $c$ are parameters to adjust the importance of each component.
Based on previous work by the same authors [43], the ability of the evolutionary engine to exploit the limitations of the complexity estimates was minimised by introducing limits to the different components of the above formula, as follows:

$$
\begin{cases}I C(i) & \rightarrow \max (0, \alpha-|I C(i)-\alpha|)  \tag{4.4}\\ P C(t 0, i) \times P C(t 1, i) & \rightarrow \gamma+|(P C(t 0, i) \times P C(t 1, i))-\gamma| \\ P C(t 1, i)-P C(t 0, i) & \rightarrow \delta+|(P C(t 1, i)-P C(t 0, i))-\delta|\end{cases}
$$

where $\alpha, \gamma$ and $\delta$ operate as target values for $I C(i), P C(t 0, i) \times P C(t 1, i)$ and $P C(t 1, i)-P C(t 0, i)$, which were set to 6,24 and 1.1 , respectively. These values were determined empirically through the analysis of images that were considered desirable. Due to the limitations of the adopted fractal image compression scheme, this approach only deals with greyscale images. Therefore, all images have to be converted before processing, as in Figure 4.2.

### 4.1.1.5 Bell Curve

This fitness function is based on the work of Ross et al. [68] and relies on the observation that many fine-art works exhibit a normal distribution of colour gradients. According to Ross et al. [68], the gradients of each colour channel are calculated, one by one, in the following manner:

$$
\begin{equation*}
\left|\nabla r_{i, j}\right|^{2}=\frac{\left(r_{i, j}-r_{i+1, j+1}\right)^{2}+\left(r_{i+1, j}-r_{i, j+1}\right)^{2}}{d^{2}} \tag{4.5}
\end{equation*}
$$

where $r_{i, j}, g_{i, j}, b_{i, j}$ are the image pixel intensity values for position $(i, j)$ for the red, green and blue channels, respectively, and $d$ is a scaling factor that allows the comparison of images of different size; this value was set to $0.1 \%$ of half the diagonal of the input image (based on [68]). Then, the overall gradient stimulus, $S_{i, j}$, is computed, as follows:

$$
\begin{equation*}
S_{i, j}=\sqrt{\left|\nabla r_{i, j}\right|^{2}+\left|\nabla g_{i, j}\right|^{2}+\left|\nabla b_{i, j}\right|^{2}} \tag{4.6}
\end{equation*}
$$

Next, the response, $R_{i, j}$, is calculated as:

$$
\begin{equation*}
R_{i, j}=\log \frac{S_{i, j}}{S_{0}} \tag{4.7}
\end{equation*}
$$

where $S_{0}$ is a detection threshold (set to 2 as in [68]). After that, the weighted mean $(\mu)$ and standard deviation $\left(\sigma^{2}\right)$ of the response values are determined, as in the following equations:

$$
\begin{gather*}
\mu=\frac{\sum_{i, j} R_{i, j}^{2}}{\sum_{i, j} R_{i, j}},  \tag{4.8}\\
\sigma^{2}=\frac{\sum_{i, j} R_{i, j}\left(R_{i, j}-\mu\right)^{2}}{\sum_{i, j} R_{i, j}} . \tag{4.9}
\end{gather*}
$$

At this point we introduce a subtle, but important change to Ross et al. [68] work; we consider a lower bound for the $\sigma^{2}$, which was empirically set to 0.7 . This prevents the evolutionary engine from converging to monochromatic images that, due to the use of a small number of colours, would trivially match a normal distribution. This change has a profound impact on the experimental results, promoting the evolution of colourful images that match a normal distribution of gradients.

Using $\mu, \sigma^{2}$ and the values of $R_{i, j}$ a frequency histogram with a bin size of $\sigma / 100$ is created, which allows the calculation of the deviation from normality (DFN). The DFN is computed using $q_{i}$, which is the observed probability and $p_{i}$, the expected probability considering a normal distribution. Ross et al. [68] use:

$$
\begin{equation*}
D F N=1000 \cdot \sum p_{i} \log \frac{p_{i}}{q_{i}} . \tag{4.10}
\end{equation*}
$$

However, based on the results of preliminary runs using this formulation, we found that we consistently obtained better results using:

$$
\begin{equation*}
D F N_{s}=1000 \cdot \sum\left(p_{i}-q_{i}\right)^{2} \tag{4.11}
\end{equation*}
$$

which measures the squares of the differences between expected and observed probabilities. Therefore, in the experiments described in this section, Bell fitness is assigned according to the following formula:

$$
\begin{equation*}
\text { fitness }=\frac{1}{1+D F N_{s}} \tag{4.12}
\end{equation*}
$$

### 4.1.1.6 Combining Different Functions

In addition to the tests where the fitness functions described above were used to guide evolution, we conducted several experiments where the goal was to simultaneously


Figure 4.3: Representation of the CFDG of Figure 4.1 as a graph (edges labels, weight of nodes and terminal symbols were omitted for the sake of clarity).
maximise several of these functions. This implied producing a fitness score from multiple functions, which was accomplished using the following formula:

$$
\begin{equation*}
\text { combined }_{\text {fitness }}(i)=\prod_{j} \log \left(1+f_{j}(i)\right), \tag{4.13}
\end{equation*}
$$

where $i$ is the image being assessed and $f_{j}$ refers to the function being considered. Thus, to assign fitness based on the Complexity and Bell functions we compute: $\log (1+\operatorname{Complexity}(i)) \times \log (1+\operatorname{Bell}(i))$. By adopting logarithmic scaling and a multiplicative fitness function we wish to promote the discovery of images that maximise all the measures being addressed in the experiment.

### 4.1.2 Graph-Based

In this approach, individuals are directed graphs, the latter being the object of evolution. An example of a graph capable of depicting a CFDG is given in Figure 4.3, where the grammar introduced in Figure 4.1 is used.

In simple words, the translation between a CFDG and the representation of Figure 4.3 is accomplished, as follows:

1. Create a node for each non-terminal symbol. The node may represent a single production rule (e.g., symbol Edera of Figure 4.3) or encapsulate the set of all production rules associated with the non-terminal symbol (e.g., symbols Ciglio and Ricciolo of Figure 4.3);

| Initialisation (see Algorithm 2) | Values |
| :--- | :--- |
| min, max number of symbols | $(1,3)$ |
| min, max number of rules | $(1,3)$ |
| min, max calls per production rule | $(1,2)$ |
| Evolutionary Engine | Values |
| Number of runs | 30 |
| Number of generations | 100 |
| Population size | 100 |
| Crossover probability | 0.6 |
| Mutation probability | 0.1 |
| Tournament size | 10 |
| Elite size | Top $2 \%$ of the population |
| CFDG Parameters | Values |
| Maximum number expansion steps | 100000 |
| Limits of the geometric transformations | rotate $\in[0,359]$, size $\in[-5,5]$ |
|  | $\mathrm{x} \in[-5,5], \mathrm{y} \in[-5,5], \mathrm{z} \in[-5,5]$ |
|  | flip $\in[-5,5]$, skew $\in[-5,5]$ |
| Limits of the colour transformations | hue $\in[0,359]$, saturation $\in[-1,1]$ |
|  | brightness $\in[-1,1]$, alpha $\in[-1,1]$ |
| Terminal symbols | SQUARE, CIRCLE, TRIANGLE |

Table 4.1: Parameters used for the graph-based approach experiments.
2. Create edges between each node and the nodes corresponding to the terminals and non-terminals appearing in its production rules;
3. Annotate each edge with the corresponding parameters (e.g., in Figure 4.3 the edges to Pelo possess the label ' $\{\mathrm{r} 5$ hue 200 sat 0.5$\}$ ').

Experiments using the above mentioned form of representing individuals and the operators suit to it (described in Section 3.1) will be detailed in the upcoming subsections. First, in Section 4.1.2.1, we will specify the experimental setup. Next, focus is given to aspects regarding the graph-topology of graphs (Section 4.1.2.2) and the non-determinism of grammars (Section 4.1.2.3). To end, experiments featuring the application of the previously presented fitness assignment schemes are performed, in Sections 4.1.2.4 and 4.1.2.5.

The work herein described led to the publication of a book chapter [40] (see Appendix E.1), on which the following subsections are partially based. As part of a deliverable to ConCreTe EU Funded Project a web-interface for the performance of experiments and the visualisation of the results had also to be developed (Appendix B). Data from this section was used in a publication focusing ways to enhance the visualisation of this type of representations in evolutionary algorithms (Appendix E.2).

### 4.1.2.1 Experimental Setup

In order to assess the adequacy of the evolutionary engine for the evolution of CFDGs and to determine a reasonable set of configuration parameters, several tests using $J P E G$ Size as fitness function were performed. The rationale behind the use of this metric is just the ease of analysing the results. Table 4.1 summarises the experimental parameters that are going to be used throughout all the experiments herein described.

One can argue that the presented parameters are not the optimal ones, due to the fact that only one fitness function is being used to propose them. This is correct; although, during tests, results showed that the engine is not overly sensitive. The search for an optimal parametrisation set is then considered out of the scope of this Dissertation, aiming instead at determining the capacity of the system to properly evolve CFDGs.

### 4.1.2.2 Graph Topology

An aspect directly related with the graph representation of individuals is the possibility of existence of unconnected nodes ${ }^{2}$. This was also a target of study and, in order to have better insight on its consequences, three setups were tested:

Unrestricted - crossover points are randomly chosen;
Restricted - crossover points are randomly chosen from the list of reachable nodes of each parent;

Restricted with Cleaning - in addition to enforcing the crossover to occur in a reachable region of the graph, after applying crossover and mutation all unreachable nodes are deleted.

Figure 4.4 displays the evolution of the best and average fitnesses across all generations and runs of the above setups. As can be observed, although the behaviours of the three different approaches are similar, the restricted versions consistently outperform the unrestricted implementation by a small, yet statistically significant, margin. The differences between the restricted approaches are not statistically significant.

The differences among the three approaches become more visible when we consider the evolution of the number of reachable and unreachable nodes through time. As it can be observed in Figure 4.5, without cleaning, the number of unreachable nodes grows significantly, clearly outnumbering the number of reachable nodes. The number

[^5]

Figure 4.4: Best and average fitness values for different implementations of the genetic operators using JPEG Size as fitness function. Results are averages of 30 independent runs.


Figure 4.5: Evolution of the average number of reachable and unreachable nodes across generations for different implementations of the genetic operators using $J P E G$ Size as fitness function. Results are averages of 30 independent runs.
of reachable nodes of the restricted versions is similar, and smaller than the one resulting from the unrestricted version. Although cleaning does not significantly improve fitness in comparison with the restricted version, the reduction of the number of rules implies a reduction of the computational cost of interpreting the CFDGs and


Figure 4.6: Evolution of the best and average fitness across generations when using fixed and random rendering seeds using JPEG Size as the fitness function. Results are averages of 30 independent runs.
applying the crossover operator. As such, taking these experimental findings into consideration, we adopt the Restricted with Cleaning variant in all further tests.

### 4.1.2.3 Non-Determinism

The non-deterministic nature of the CFDGs implies that each genotype may be mapped into a multitude of phenotypes (see Figure 4.1). The genotype to phenotype mapping of a non-deterministic grammar depends on a rendering seed, which is passed to Context Free Art. We considered two scenarios: (i) using a fixed rendering seed for all individuals; (ii) randomly generating the rendering seed whenever the genotype to phenotype mapping occurs. The second option implies that the fitness of a genotype may, and often does, vary from one generation to the next, since its phenotype may change.

Figure 4.6 summarises the results of these tests in terms of the evolution of fitness through time. As expected, using a fixed rendering seed yields better fitness, but the difference between the approaches is surprisingly small and decreases as the number of generations increases. To better understand this result we focused on the analysis of the characteristics of the CFGDs being evolved. Figure 4.7 depicts box plots of fitness values of the fittest individuals of each of the 30 evolutionary runs using different setups:

Fixed - individuals evolved and evaluated using fixed rendering seeds;


Figure 4.7: Box plots of fitness values of the fittest individuals of each of the 30 evolutionary runs using different rendering seed setups.

Random - individuals evolved using random rendering seeds and evaluated using the same seeds as the ones picked randomly during evolution;

Fixed Random - individuals evolved using fixed rendering seeds and evaluated with 30 random seeds each;

Random Random - individuals evolved using random rendering seeds and evaluated with 30 random seeds each.

In other words, we take the genotypes evolved in a controlled static environment (fixed random seed) and place them in different environments, proceeding in the same way for the ones evolved in a changing environment. The analysis of the box plots shows that, in the considered experimental settings, the fitness of the individuals evolved in a fixed environment may change dramatically when the environmental conditions are different. Conversely, using a dynamic environment promotes the discovery of robust individuals that perform well under different conditions. Although this result is not unexpected, it was surprising to notice how fast the evolutionary algorithm was able to adapt to the changing conditions and find robust individuals. In future tests we wish to explore, and exploit, this ability. Nevertheless, for the purposes of this section, and considering that the use of a fixed rendering seed makes the analysis and reproduction of the experimental results easier, we adopt a fixed rendering seed in all further tests.

### 4.1.2.4 Single Fitness Guiding

We will now focus on the evolution of CFDGs, using the previously defined fitness functions. Figure 4.8 summarises the results of these experiments in terms of evolution of fitness. Each chart depicts the evolution of the fitness of the best individual when using the corresponding fitness function to guide evolution. The values yielded by the other 5 fitness functions are also depicted for reference to illustrate potential inter-dependencies among fitness functions. The values presented in each chart are averages of 30 independent runs ( 180 runs in total). To improve readability we have normalised all the values by dividing each raw fitness value by the maximum value for that fitness component found throughout all the runs.

The most striking observation pertains the Fractal Dimension and Lacunarity fitness functions. As it can be observed, the target values of 1.3 and 0.9 are easily approximated even when these measures are not used to guide fitness. Although this is a disappointing result, it is an expected one. Estimating the fractal dimension (or lacunarity) of an object that is not a fractal and that can be described using Euclidean geometry yields meaningless results. That is, even though you obtain a value, this value is meaningless in the sense that there is no fractal dimension to be measured. As such, these measures may fail to capture any relevant characteristic of the images. In the considered experimental conditions, the evolutionary algorithm was always able to find, with little effort, non-fractal images that yield values close to the target ones. Most often than not, these images are rather simplistic. We conducted several tests using different target values, obtaining similar results.

An analysis of the results depicted in Figure 4.8 reveals that maximising $J P E G$ Size promotes Contrasting Colours and Complexity, but does not promote a distributing of gradients approaching a normal distribution (Bell). Likewise, maximising Contrasting Colours originates an improvement in JPEG Size and Complexity during the early stages of the evolutionary process; Bell is mostly unaffected. Using Complexity to guide evolution results in an increase of JPEG Size and Contrasting Colours during the early stages of the runs, but the number of Contrasting Colours tends to decrease as the number of generations progresses. The Complexity fitness function operates on a greyscale version of the images, as such, it is not sensitive to changes of colour. Furthermore, abrupt changes from black to white create artefacts that are hard to encode using JPEG compression, resulting in high IC estimates. Fractal image compression, which is used to estimate PC , is less sensitive to these abrupt changes. Therefore, since the approach values images with high IC and low PC, and


Figure 4.8: Evolution of the fitness of the best individual across generations. The fitness function used to guide evolution is depicted in the title of each chart and is represented with a thicker line. The other values are presented for reference. Results are averages of 30 independent runs for each chart and have have been normalised to improve readability.
since it does not take colour information into consideration, the convergence to images using a reduced palette of contrasting colours is expected. Like for the other measures, Complexity and Bell appear to be unrelated. Finally, maximising Bell promotes an increase of JPEG Size, Contrasting Colours and Complexity during the first generations. It is important to notice that this behaviour was only observed after


Figure 4.9: Examples of individuals evolved using each one of the fitness functions.
enforcing a lower bound for $\sigma^{2}$ (see Section 4.1.1.5). Without this limit, maximising Bell results in the early convergence to simplistic monochromatic images (typically a single black square on a white background). The adoption of a quadratic deviation from normality estimate $\left(D F N_{s}\right)$ also contributed to the improvement of the visual results.

Sample individuals of each fitness function can be seen in Figure 4.9. More examples are available in Appendix E.1. As expected, JPEG Size tends to converge to colourful circular patterns, with high contrasts of colours. The tendency to converge to circular patterns, which is observed in several runs, is related with the recursive nature of the CFDGs and the particularities of the Context Free rendering engine. For instance, repeatedly drawing and rotating a square while changing its colour will generate images that are hard to encode. Furthermore, the rendering engine automatically "zooms in" the shapes drawn, cropping the empty regions of the canvas. As such, rotating about a fixed point in space tends to result in images that fill the canvas, maximising the opportunities for introducing abrupt changes and, therefore, maximising file size.

Contrasting Colours, as predictable, converges to images that are extremely colourful. Complexity tends to promote convergence to monochromatic and highly structured images. Moreover, since fractal image compression takes advantage of the self-similarities present in the image at multiple scales, the convergence to structured and self-similar structures that characterises these runs was expected.

Images evolved using Bell depict a structured variation of colour, which is easily explained by the need to match a natural distribution of colour gradients.


Figure 4.10: Example of the rendering of the best individual from the initial (left image) and last (right image) population, using Fractal Dimension and Contrasting Colours as fitness function. As observed, despite depicting a high number of colours, no fractal pattern is identifiable.

Finally, using Fractal Dimension and Lacunarity leads to uninteresting results, as explained earlier in this section.

### 4.1.2.5 Multiple Fitness Guiding

We performed several experiments where a combination of measures was used to assign fitness (see Section 4.1.1.6). We conducted tests combining Fractal Dimension and Lacunarity with other measures. Results confirm that these metrics are illsuited for aesthetic evolution in the considered experimental settings (see Figure 4.10). Tests using JPEG Size in combination with other measures were also performed. The analysis of the results indicates that they are subsumed and surpassed by those obtained when using Complexity in conjunction with other metrics. This results from two factors: on one hand Complexity already takes into account the size of the JPEG encoding; on the other, the limitations of Complexity regarding colour are compensated by the use of measures that are specifically designed to handle colour information. As such, taking into account the results described in the previous section, we focus on the analysis of the results obtained when combining: Contrasting Colours, Complexity and Bell.

Figure 4.11 summarises the results of these experiments in terms of evolution of fitness. Each chart depicts the evolution of the fitness of the best individual when using the corresponding combination of measures as fitness function. The values yielded by the remaining measures are depicted but do not influence evolution. The values presented in each chart are averages of 30 independent runs ( 120 runs in total). As previously, the values have been normalised by dividing each raw fitness value by the maximum value for that fitness component found throughout all the runs.


Figure 4.11: Evolution of the fitness of the best individual across generations using a combination of measures. The combination used to guide evolution is depicted in the title of each chart. The other values are presented for reference, but have no influence in the evolutionary process. Results are averages of 30 independent runs for each chart and have have been normalised to improve readability.

As can be observed, combining Contrasting Colours and Complexity leads to a fast increase of both measures during the early stages of the runs, followed by a steady increase of both components throughout the rest of the runs. This shows that, although the runs using Complexity alone converged to monochromatic imagery, it is possible to evolve colourful images that also satisfy the Complexity measure.

Combining Contrasting Colours and Bell results in a rapid increase of the number of contrasting colours during the first generations. Afterwards, increases in fitness are mainly accomplished through the improvements of the Bell component of the fitness function. This indicates that it is easier to maximise the number of contrasting colours than to attain a normal distribution of gradients. This observation is further attested by the analysis of the charts pertaining the evolution of fitness when using Contrasting Colours, Complexity and Bell individually, which indicates that Bell may be the hardest measure to address. The combination of Complexity and Bell is characterised


Figure 4.12: Examples of individuals evolved using combined metrics as fitness function.
by a rapid increase of complexity during the first populations, followed by a slow, but steady, increase of both measures throughout the runs. The combination of the three measures further establishes Bell as the measure that is most difficult to address, since the improvements of fitness are mostly due to increases in the other two measures.

Similarly to the last section, sample images obtained during the performance of the previously described tests can be seen in Figure 4.12. More examples are available in Appendix E.1. Combining Contrasting Colours and Complexity led to individuals that depict not only the structures already seen while using Complexity but that are also colourful, instead of monochromatic. Analogously for the scenario where Contrasting Colours and Bell are used as one fitness function. In this case, images tend to show a normal distribution of the colour's gradient but, when comparing to the ones only evolved with Bell they outstand for being more colourful.

To conclude, using Complexity and Bell produces images that have more colours than those output using only Complexity, although they are not as colourful as expected. For that, Contrasting Colours was added to the combined fitness function, increasing, as predicted, the number of colours.

### 4.1.3 Tree-Based

As previously mentioned, in Section 3.2, in the tree-based approach individuals are represented as derivation trees. In order to accomplish that, the user must first input


Figure 4.13: Pre-grammars flow chart adapted to the CFDGs scenario.
the pre-grammar, as a BNF with the addition of special coding blocks, which specifies how the allowed derivation steps should be formed (Section 3.2.1). Figure 4.13 adapts the flow chart of Section 3.2.1 to the domain of CFDGs. First, a pre-grammar specifying the structure that the grammar that is able to produce CFDGs should follow has to be provided. Then, from this grammar, derivation trees for CFDGs are built. However, CFDGs are also grammars and, as so, we do in fact have three grammatical levels (pre-grammar - expanded pre-grammar - CFDG). From this last level, it is later possible to generate PNGs and in this way assess the quality of the CFDG. Evolution acts directly over the derivation tree and consequently, indirectly over the CFDG.

For the current application scenario the used pre-grammar can be seen in Grammar 4.1, where the first rule to be expanded is always the first production rule of the input pre-grammar, in this case, $\langle\mathrm{S}\rangle$.

A brief analysis of the pre-grammar shown in Grammar 4.1 allows some conclusions regarding the composition of the derivation trees it generates. Beginning from the start symbol $(<\mathrm{S}\rangle)$, every generated derivation tree is composed of subtrees referring to the startshape, background and a variable number of rules (from 4 to 6). As the reader may remember, CFDGs are non-deterministic grammars. That is, there are non-terminal rules which can be defined multiple times and then, while rendering, one of the possibilities is chosen every time the non-terminal is called. This property is assured by the use of the special blocks, previously detailed in Section 3.2.1. The first pre-rule of Grammar 4.1 initially generates each of the 3 non-terminal symbols ( $<$ RULE $>$ (3, NONTERMINAL, STRING, True)) and then repeats some of them $(<$ RULE $>(1,3))$ a random number of times (between 1 and 3$)$.

```
<S> ::= <STARTSHAPE> <BACKGROUND>
    <RULE> (3, NONTERMINAL, STRING, True) <RULE> (1,3)
<STARTSHAPE> ::= startshape <NONTERMINAL>
<BACKGROUND> ::= background { <COLORPARAMETERS> }
    | \lambda
<RULE> ::= rule <NONTERMINAL> <PROB> { <CALLS> }
<COLORPARAMETERS> ::= <COLORPARAMETER> <COLORPARAMETERS>
                                    | \lambda
<COLORPARAMETER> ::= brightness [-1, 1]
            | hue [0, 359]
            | saturation [-1, 1]
            | alpha [-1, 1]
<PROB> ::= [0,1]
    | \lambda
<CALLS> ::= <SYMBOL> { <PARAMETERS> } <CALLS>
    | \lambda
<SYMBOL> ::= <TERMINAL>
    | <NONTERMINAL>
<PARAMETERS> ::= <COLORPARAMETER> <PARAMETERS>
                | <GEOMETRICPARAMETER> <PARAMETERS>
                | \lambda
<TERMINAL> ::= SQUARE
    | CIRCLE
    | TRIANGLE
<GEOMETRICPARAMETER> ::= x [-5, 5]
    | y [-5, 5]
    | skew [-5, 5] [-5, 5]
    | z [-5, 5]
    | flip [-5, 5]
    | rotate [0, 359]
    | size [-5, 5]
```

Grammar 4.1: Pre-grammar used for the evolution of CFDGs where the number of $<$ RULE $>$ subtrees is established upon population initialisation.

In the following subsections we will present the experimental setup used for the tests herein described (Section 4.1.3.1), moving then to detailing the performed experiments (Sections 4.1.3.2, 4.1.3.3 and 4.1.3.4), most of them similar to the ones done in the previous section, with the graph-based approach.

| Evolutionary Engine | Values |
| :--- | :--- |
| Number of runs | 30 |
| Number of generations | 100 |
| Population size | 100 |
| Crossover probability | 0.6 |
| Mutation probability | 0.3 |
| Leaves probability | 0.2 |
| Tournament size | 10 |
| Elite size | Top 2\% of the population |
| CFDG Parameters | Values |
| Maximum number expansion steps | 100000 |
| Limits of the geometric transformations | Check used pre-grammar |
| Limits of the colour transformations | Check used pre-grammar |
| Terminal symbols | Check used pre-grammar |

Table 4.2: Parameters used for the tree-based approach experiments.

### 4.1.3.1 Experimental Setup

This section aims at detailing the setup used to assess the adequacy of the system to properly evolve CFDGs. Table 4.2 contains the parameters used during the following experiments. As in Section 4.1.2.1, they were reached after running preliminary tests with the JPEG Size fitness function and are, almost certainly, not the optimal ones for all fitness functions.

```
<S> ::= <STARTSHAPE> <BACKGROUND>
    <RULE>(3, NONTERMINAL, STRING, True) <OTHERRULES>
<OTHERRULES> : := <RULE> <OTHERRULES>
    | \lambda
```

Grammar 4.2: Pre-grammar used for the evolution of CFDGs where the number of $<$ RULE $>$ subtrees is dynamic, through the application of genetic operators. For simplicity reasons only the rules that differ from Grammar 4.1 were detailed.

### 4.1.3.2 Pre-grammar Formulation

As one may have noticed, the previous introduced pre-grammar (Grammar 4.1) forces individuals to follow a restricted structure, at least in what concerns the number of $<$ RULE $>$ subtrees, which are created upon individual initialisation. For that, another pre-grammar formulation was tested, in order to determine if the limitation of the number of allowed rules constrains the capacity of the engine to evolve the desired results. Grammar 4.2 raises this limitation, by replacing, in the production rule S , the


Figure 4.14: Evolution of the fitness of the best individual across generations for the different setups. Results are averages of 30 independent runs.
block $<$ RULE $>(1,3)$ by the non-terminal $<$ OTHERRULES $>$, allowing the individual to grow or decrease in the number of $<$ RULE $>$ subtrees when mutation or crossover are applied to him.

Moreover, we are also going to address the unreachable rules situation. In the context of a tree representation we can state that this problem variable is different then when using graphs, because unreachable rules of the CFDG are not explicitly present in a tree. Although, when thinking about the CFDGs structure, it is easy to identify that not all $<$ RULE $>$ subtrees will be called from $<$ CALL $>$ subtrees. In line with the previous, we developed a method for mapping a CFDG derivation tree into the representation used in the graph approach, and vice-versa. Consequently, after applying the mapping from a tree to a graph, we erase all the unreachable rules subtrees, reconverting then the graph back to a derivation tree.

From the above, we designed four tests, addressing the following experimental conditions:

Constrained - using Grammar 4.1, which does not allow the number of $<$ RULE $>$ subtrees to change;

Non-Constrained - using Grammar 4.2, that has the possibility of increasing or decreasing the number of $<$ RULE $>$ subtrees, which is facilitated by the <OTHERRULES $>$ derivation step;

Constrained with Cleaning - based on the constrained testing scenario and, additionally, erases all the unreachable parts of the CFDGs;


Figure 4.15: Evolution of the number of tree nodes across generations, for the different setups. Results are averages of 30 independent runs.

Non-Constrained with Cleaning - based on the non-constrained testing scenario and, additionally, erases all the unreachable parts of the CFDGs.

Figure 4.14 shows the evolution of the fitness of the best individual over 30 independent runs. Care was taken so that both tests start with the same initial population, in order to facilitate comparison. As depicted, regardless of the experimental conditions, all setups converge similarly, attaining the same results.

Although, if instead of fitness evolution, we look at the number of nodes (internal and leaves) in the derivation tree, Figure 4.15, as expected, the non-constrained approach leads to the higher number of nodes. All the remaining setups have similar results, being in the first generations the number of nodes in the constrained one a bit superior to both approaches with cleaning. However, approximately from generation 80 onwards both setups using the constrained pre-grammar yield very similar results, with less nodes than the non-constrained with cleaning.

From the stated in the previous paragraphs, in the remaining tests we adopt the Constrained setup. We opt for not using cleaning because a subtree, even if not meaningful to one individual, upon crossover it can become relevant to another one. The Non-Constrained approach is not chosen because, despite the similarity in fitness, an higher number of nodes implies a more costly level of computation.


Figure 4.16: Evolution of the fitness of the best individual across generations. The fitness function used to guide evolution is depicted in the tittle of each chart and is represented with a thicker line. The other values are presented for reference, but have no influence in the evolutionary process. Results are averages of 30 independent runs for each chart and have been normalised to improve readability.

### 4.1.3.3 Single Fitness Guiding

Taking into account the experiments performed with only one guiding fitness and the graph-based approach (Section 4.1.2.4), we will only design tests using as fitness function the JPEG Size, Contrasting Colours, Bell and Complexity. Fractal Dimension and Lacunarity are not going to be addressed due to their lack of capacity to promote the evolution of non-fractal images into fractals.

Figure 4.16 depicts the results of these experiments in terms of fitness evolution. Each chart summarises the evolution of the fitness of the best individual when using the corresponding fitness function to guide evolution. The values yielded by the other fitness functions are also shown to illustrate possible inter-dependencies. Moreover, the values presented in each chart are averages of 30 independent runs ( 120 runs in total). In order to improve readability the values have been normalised, by dividing the raw value by the maximum one for that fitness component found in all performed


Figure 4.17: Examples of individuals evolved using each one of the fitness functions.
runs.
An analysis of the results leads to conclusions similar to those of Section 4.1.2.4, where the same tests were performed with the graph-based approach. Maximising JPEG Size promotes Contrasting Colours and Complexity, but not Bell, which only has a little increase during the first 10 generations and then stabilises. The same can be stated about Contrasting Colours; maximising it conducts to enhancements in JPEG Size and Complexity. Bell is unaffected, meaning that despite the increase in the number of colours present in images they do not have a normal distribution of colour gradients, resembling instead random patterns. Maximising Bell boosts JPEG Size and Contrasting Colours, the latter at a slower rate; Complexity does not seem to be related, as its behaviour is erratic during the course of the experiment. Finally, maximising Complexity is accompanied by a steady increase in JPEG Size and Contrasting Colours, at least during the first generations. The number of contrasting colours then stabilises because the Complexity metric operates over greyscale images and, as such, colours are not taken into consideration. Bell appears to be uncorrelated.

Sample individuals of each fitness function can be found in Figure 4.17. More examples are available in Appendix C. As expected, the results confirm the predictable, being the images similar to those evolved with the graph-based approach and, as such, the conclusions the same. JPEG Size tends to converge to high contrast colourful patterns. Contrasting Colours, results in images that are extremely colourful, where no structure in the colours placement seems to exist. On the other hand, Bell depicts


Figure 4.18: Evolution of the fitness of the best individual across generations using as fitness function a combination of Complexity, Bell and Contrasting Colours (thicker line). The other values are presented for reference, but have no influence in the evolutionary process. Results are averages of 30 independent runs for each chart and have been normalised to improve readability.
a structured variation of colour, explained after the need to match a normal distribution of colour gradients. Finally, using Complexity generates structured images, most of them monochromatic, because of the need to convert them to greyscale before assessing fitness.

### 4.1.3.4 Multiple Fitness Guiding

As previously done with the graph-based approach, Section 4.1.2.5, experiments where the fitness function acts as a combination of others were also performed. The aim of the present section is to prove the capacity of the approach to deal with different objectives during evolution, as such, only one test will be presented, where the combination of Complexity, Bell and Contrasting Colours is sought. JPEG Size was not used because Complexity already takes it into consideration.

Figure 4.18 shows the results of the experiment in what regards fitness evolution, as a combined measure, and individually. An example of a produced individual is depicted in Figure 4.19 (for further examples check Appendix C).

The combination of Complexity, Bell and Contrasting Colours is characterised by a fast increase in the Complexity component during the first 40 generations, which


Figure 4.19: Example of one individual evolved using Complexity, Bell and Contrasting Colours as fitness function.
is followed by a steady evolution of the number of Contrasting Colours. Bell can be identified as the most difficult metric to address, since the improvements in the combined fitness function are mostly result of the evolution of the two other measures. JPEG Size, despite not being treated in the combined guiding function, is also improving, which is expected because the Complexity metric considers it.

Visually, results often depict characteristics that can be identified with each one of the three measures. That is, highly structured images, with a great number of contrasting colours, usually depicting a normal distribution of gradients.

### 4.1.4 Merging Both Approaches

After proving, in Sections 4.1.2 and 4.1.3, that both graph and tree-based approaches are capable of promoting evolution, in this case, of CFDGs, we wonder if combining distinct parts from each one may or not lead to better results. This new form of addressing the problem is going to be tackled in the next paragraphs.

To initialise the population that will seed the evolutionary process we opt for the one used in the tree-based approach, i.e., the creation of random derivation trees based on an a-priori defined pre-grammar. This choice was made with regard to which initialisation procedure is most easily generalisable.

The question now turns to which combination of crossover and mutation operators to use. For that, tests using all the possibilities are going to be performed in the following subsections. In order to assure the validity of the solutions we use a method that maps derivation trees into graphs, and vice-versa. This procedure is used before the application of the graph-crossover and graph-mutation operators to map from a derivation tree to graph and then, after the operators application, to map the individuals back to a derivation tree.

| Evolutionary Engine | Values |
| :--- | :--- |
| Number of runs | 30 |
| Number of generations | 300 |
| Population size | 100 |
| Crossover probability | 0.6 |
| Mutation probability | 0.3 |
| Tournament size | 10 |
| Elite size | Top $2 \%$ of the population |
| CFDG Parameters | Values |
| Maximum number expansion steps | 100000 |
| Limits of the geometric transformations | rotate $\in[0,359]$, size $\in[-5,5]$ |
|  | x $\in[-5,5], \mathrm{y} \in[-5,5], \mathrm{z} \in[-5,5]$ |
|  | flip $\in[-5,5]$, skew $\in[-5,5]$ |
| Limits of the colour transformations | hue $\in[0,359]$, saturation $\in[-1,1]$ |
|  | brightness $\in[-1,1]$, alpha $\in[-1,1]$ |
| Terminal symbols | SQUARE, CIRCLE, TRIANGLE |
| Other Parameters | Values |
| Graph per-gene mutation probability | 0.1 |
| (Tree, Graph) combined crossover probabilities | $\{(0.3,0.7),(0.5,0.5),(0.3,0.7)\}$ |

Table 4.3: Parameters used for the experiments merging graph and tree operators.

At this point, another change had to be made, to guarantee that no invalid solutions are produced. In one hand, in graph-based operators, rule names do not really matter, because a correspondence list is built upon crossover application and connections re-established. In the other hand, considering the tree-based approach, CFDG rule names are of huge importance, as later, in mutation, <NONTERMINAL> subtree nodes can be swapped, linking to non-existing rules. So, when using graphcrossover with tree-mutation it is important to make sure that the NONTERMINAL derivation rule is updated, according to the individual's rule names. From this, another problem emerges. If rule names are not the same in both individuals being crossed over, the generation of invalids may occur. To cope with that, a repair procedure was developed, which changes all the calls to non-existing rules by valid ones.

In the following sections the parameterisation of the experiments is detailed (Section 4.1.4.1) and a thorough analysis of the results is carried out (Section 4.1.4.2).

### 4.1.4.1 Experimental Setup

The setup herein detailed, Table 4.3, merges the configurations from both approaches, when ran in isolation. Additionally, as the initial population is defined using the procedure from the tree-based approach, we decided for the use of the pre-grammar introduced in Grammar 4.1, for the same reasons as in Section 4.1.3.1.

As one may notice, tests will be performed with slightly longer runs (300 generations instead of 100). This decision was taken with regard to the experimental results

| Mutation | Crossover | JPEG Size | Combined |
| :---: | :---: | :---: | :---: |
| Graph | Tree | $32800.133^{(1)(2)}$ | $0.01123433^{(1)(2)(3)}$ |
| Graph | Graph | $31769.367^{(3)(4)}$ | $0.01006618^{(3)(4)(5)}$ |
| Tree | Tree | $37260.567^{(2)(3)(5)}$ | $0.01316316^{(2)(4)}$ |
| Tree | Graph | $35959.167^{(1)(4)(5)}$ | $0.01355605^{(1)(5)}$ |

Table 4.4: Fitness of the best individual for each of the possible operators combinations, using as fitness function the JPEG Size and a combination of Complexity, Bell and Contrasting Colours. Results are averages of 30 independent runs. Within each column, a digit is placed next to a pair of setups whose results are statistically different.
of the previous sections where, in some cases, longer runs could have led to better insights over the results.

Taken all this into consideration, in the next section, results of the following experiments will be discussed: tree and graph mutation with tree and graph crossover and a combination of tree mutation with tree and graph crossover, where both crossovers are applied during the experiments. In this last scenario, before applying an operator, it is first needed to decide if mutation, crossover or reproduction is going to be used; if the decision favours crossover it is then necessary to decide whether tree or graph crossover is to be employed, using the probabilities defined in Table 4.3 (last row).

### 4.1.4.2 Experimental Results

Following what was mentioned in the last section, we carried out experiments using all the possible pairs of mutation and crossover operators, namely: (graph-mutation, tree-crossover), (graph-mutation, graph-crossover), (tree-mutation, tree-crossover), (tree-mutation, graph-crossover). We have also taken into consideration the difficulty of evolving a certain fitness function and, as such, tests were performed using two distinct fitness functions: JPEG Size and a combination of Complexity, Bell and Contrasting Colours.

Table 4.4 shows the results of these tests in what concerns the maximum reached fitness (averages of 30 runs). Within each column, a digit (e.g. 1) is placed next to a pair of setups whose results are statistically different. For example, the (1) in the JPEG Size column denotes that the graph-mutation / tree-crossover setup is statistically different from tree-mutation / graph-crossover one.

A brief perusal of the results immediately presents the graph-mutation as worse than the tree one. All experiments where graph-mutation is used provide lower re-

| Tree-Crossover | Graph-Crossover | JPEG Size | Combined |
| :---: | :---: | :---: | :---: |
| 0 | 1 | $35959.167^{(1)}$ | 0.01355605 |
| 0.3 | 0.7 | 35190.2 | 0.01321375 |
| 0.5 | 0.5 | 36954.767 | 0.01360797 |
| 0.7 | 0.3 | 37287.23 | 0.01363978 |
| 1 | 0 | $37260.567^{(1)}$ | 0.01316316 |

Table 4.5: Fitness of the best individual using tree-mutation and both crossover operators. Two fitness functions were used: JPEG Size and a combination of Complexity, Bell and Contrasting Colours. Results are averages of 30 independent runs. Within each column, a digit is placed next to a pair of setups whose results are statistically different.
sults than those where tree-mutation is used; moreover, this difference is statistically significant.

Focusing on JPEG Size results, apart from the previously stated conclusion, it is also possible to claim that the best results were obtained with the tree-mutation / tree-crossover setup, which is statistically better than the tree-mutation / graphcrossover. On the other hand, it is not possible to state, with confidence, which combination of operators leads to the best results in the experiments where Complexity, Bell and Contrasting Colours are used as fitness function, because no statistically difference exists between the two best combinations. Although, it is possible to infer that graph-mutation / graph-crossover is worse than graph-mutation / tree-crossover, establishing it as the worst option for guiding evolution with this fitness function.

Bearing the previous conclusions in mind, and with the intention to try to better understand which combination of operators is must suited for multiple fitness functions, we designed tests where we used tree-mutation in conjunction with both graph operators, under different probabilities. Results of these tests are presented in Table 4.5.

Once again, other than the marked pair, there are no statistical differences in the results. However, a clear trend is visible. Increasing the tree-crossover probability (consequently reducing the graph-crossover one) promotes higher fitness values. At this point we decided, for this set of experiments, to focus on the evolution of the population's average fitness across generations. Figures 4.20 and 4.21 depict these results for the JPEG Size and the combination of Complexity, Bell and Contrasting Colours, respectively.

The trend that was already visible now becomes highly noticeable. Statistical tests confirm it; although, there are less tests that show statistical difference in the


Figure 4.20: Evolution of the average fitness across generations using JPEG Size as fitness function. Results are averages of 30 independent runs.
evolutionary runs with the combined fitness function than when just using the $J P E G$ Size, which also confirms the difficulty of the problem.

From all this data it is then possible to appoint the tree-mutation / tree-crossover as the best setup.

### 4.2 Evolving Musical Sequences

In order to compose and evolve musical sequences we first need to choose a way of representing and reproducing them. That is the scenario under which Musical Instrument Digital Interface (MIDI) [1] appears. Among many functionalities, MIDI allows the composition and storage of electronic music, through a wide set of control and data commands.

In simple words, MIDI files store status and data bytes. The first ones define the type of message that is then followed by a variable number of data bytes. These types of messages are what control each one of the possible 16 MIDI channels. The maximum number of 16 channels means that we can play a maximum of 16 , from the available 128, different instruments independently, i.e., each channel corresponds to an instrument. Usually, the $10^{\text {th }}$ channel is reserved to percussion instruments.


Figure 4.21: Evolution of the average fitness across generations using the combination Complexity, Bell and Contrasting Colours as fitness function. Results are averages of 30 independent runs.

The two most important commands are note on and note off, and they are the ones responsible for playing a sound in a specific channel. To define a note, we need its pitch and velocity. Pitch value defines the frequency of the note to be played, whereas the velocity defines the strength with what it should be played (in most systems this can be translated into volume). The difference in time between the note on and note off commands describes the note duration.

It is important to mention that MIDI files are not playable by themselves. If one wants to listen the sequence of notes stored in this format, a synthesiser must be used. To some extent, this can be considered as a drawback because, different synthesisers can have different sounds for each instrument, turning the quality of reproduction variable, in accordance to the quality of the synthesiser.

There is much more to explain about the MIDI protocol. Although, MIDI is not the true aim of this Dissertation and, as so, considered out of scope. Having explained the concepts necessary for the understanding of the following sections, if more information is sought refer to [21].

With the objective of evolving musical sequences, encoded as MIDI files, we will, in the upcoming sections, show how we have used the previously described approaches
(Chapter 3) to accomplish it. We decided to focus on the method where components from both of them are merged, so that we assess the capacity of both operators to promote evolution, at once.

In Section 4.2.1 the grammar representation of the individuals will be addressed. Section 4.2.2 details the mapping from the grammars to MIDI. Following, the experimental setup (Section 4.2.3) and results (Section 4.2.4).

### 4.2.1 Grammar Representation

Analogously to CFDGs, we propose an augmented context free grammar capable of representing sequences of notes. This augmented grammar is formed by a 5 -tuple $(V, F, \Sigma, R, S)$, where $V, \Sigma, R$ and $S$ have the same meaning as in CFDGs. The new symbol, $F$, stands for a set of functions, that grammatically act similarly to non-terminals, namely:

- mirror (arg) - reverses the order of arg;
- playandmirror(arg) - plays arg and then its reverse;
- playtwice $(\arg )$ - arg is played two times in a row;
- playtwo(arg, arg) - the two input arguments are played in simultaneous;
where $\arg \in(V \cup F)$. This means that the arguments received by the functions can be any non-terminal or function. When functions are nested, for example: playtwice(mirror(non-terminal)), the inner functions have to be evaluated first. For that, in the example, before applying the playtwice function it is needed to assess the output of mirror(non-terminal). The rationale of functions relates to the need of giving some sort of structure to what the user will ultimately listen.

In this particular domain only the terminal symbols note and chord are needed ( $\Sigma=\{$ note, chord $\}$ ). Moreover, assuming that the volume is always $100 \%$, to define a note, at least two values are needed, its pitch and duration. Grammatically, this requirement can be seen as two mandatory parameters associated with the calls to terminals because, as previously mentioned, the grammar is augmented. To define a chord, analogously to note, the base pitch and duration of the chord must be specified, as two mandatory parameters. The chord is later mapped into three notes played at the same time, with the same duration and a defined difference of pitch between them.

Having that said, we are only missing the non-terminals ( $V$ ). In CFDGs nonterminals perform calls to multiple non-terminals and terminals. Here, the rationale

```
start A
rule A{
    note {pitch 60 duration 1}
    B {}
    playtwice (B) {pitch 1 duration -0.125}
}
rule B{
    note {pitch }65\mathrm{ duration 0.5}
    chord {pitch 65 duration 1}
    mirror (B) {}
}
```

Figure 4.22: Example of a grammar capable of representing a musical sequence.
is exactly the same, with the addition of calls to functions. This way, whereas in CFDGs non-terminals would stand for a part of the image, here non-terminals encode a subsequence of notes, which is part of the main musical piece. The start symbol $(S)$ is randomly chosen from the set of non-terminal symbols.

Likewise to CFDGs, it is also possible to define the same non-terminal more than once, providing in this way the grammar of a non-deterministic nature.

Both non-terminal and functions calls can be also parameterised. For simplicity reasons we only allow pitch and duration as parameters. When used, they can increase or decrease the pitch and duration of the terminals note of the calling target.

Figure 4.22 shows an example of a grammar that complies with the previously enunciated principles. The way to interpret this grammar is explained in Section 4.2.2.

### 4.2.2 From Grammars to MIDIs

The method for converting from a grammar to a sequence of notes is in all similar to what happens with Context Free Art.

Beginning from the start symbol, an ordered sequence of notes, chords (terminal symbols) and non-terminal symbols is created. It is considered that, after processing a function, its output is a set of non-terminals that is added to the ordered sequence. This sequence is then traversed multiple times, until no non-terminals are left to expand, or a maximum number of expansions is reached (maxexpansions). Setting a maximum number of expansions works as a way of dealing with loops.

The procedure of expansion of a non-terminal must take into consideration the non-deterministic nature of the grammar, i.e., all rules with the same name as the non-terminal participate into a roulette wheel selection, where its probability of being
chosen is the one defined after the rule name (see Figure 4.22). If no value is specified, a default of 1 is assumed.

```
Algorithm 6 Mapping of an individual to a sequence of notes.
    procedure NotesSequence(ind, maxexpansions)
        sequence \(\leftarrow\) ExpandNonTerminal(ind.rules, ind.startshape)
        expansions \(\leftarrow 1\)
        while sequence has non-terminals and expansions \(<\) maxexpansions do
            for symbol in sequence do
                if symbol is non-terminal then
                    subsequence \(\leftarrow\) ExpandNonTerminal(ind.rules, symbol)
                Replace(symbol, subsequence)
                    expansions \(=\) expansions +1
                if expansions \(>\) maxexpansions then
                break
                end if
                end if
            end for
        end while
        return sequence
    end procedure
```

It is also needed to keep in mind the parameters used in functions and calls to non-terminal symbols. These, as previously mentioned, affect the pitch and duration of the notes of the target non-terminal symbol. For example, in the call that is made to non-terminal $B$, from rule $A$ (see Figure 4.22), the actual pitch and duration of the first note are 65 and 0.5 , respectively. Although, when calling the non-terminal B that is passed as argument to the function playtwice, the pitch and duration of the first note of non-terminal B are 66 and 0.375 , respectively. In another hypothetical situation, if we have a rule $A$, calling a rule $B$, which by consequence calls a rule $C$, the notes in rule $C$ must consider the parameters passed from $A$ to $B$ and from $B$ to $C$, i.e., parameters used in calls are cumulative.

The above mentioned principles are presented, in a more formal way, in Algorithms 6 and 7. The first one details the complete procedure of mapping from an individual's genotype into the sequence of notes. The other focuses the expansion of a non-terminal symbol.

At this point, we have a set of notes (output from Algorithm 6), which can be easily saved to MIDI. To accomplish that, we used a Python's library ${ }^{3}$. Adopting

[^6]```
Algorithm 7 Expansion of a non-terminal symbol.
    procedure ExpandNonTerminal(productionrules, rulename)
        sequence }\leftarrow\mathrm{ EmptyList()
        rule }\leftarrowChooseExpansion(productionrules,rulename)
        for call \in rule do
            if call is terminal or call is non-terminal then
                    sequence.add(call)
            else
                    sequence.extend(ExpandFunction(call))
            end if
        end for
        return sequence
    end procedure
```

| Evolutionary Engine | Values |
| :--- | :--- |
| Number of runs | 10 |
| Number of generations | 15 |
| Population size | 20 |
| Graph-crossover probability | $0.18(0.6 \times 0.3)$ |
| Tree-crossover probability | $0.42(0.6 \times 0.7)$ |
| Tree-mutation probability | 0.3 |
| Tournament size | 2 |
| Elite size | Top $5 \%$ of the population |
| Grammar Parameters | Values |
| Maximum number expansion steps | 10 |
| Limits of the calls transformations | pitch $\in[-2,2]$, duration $\in[-0.25,0.25]$ |
| Terminal symbols | note |
| Functions | playtwice, mirror, playandmirror, playtwo |

Table 4.6: Parameters used for the experiments evolving musical sequences.
this library, to produce a MIDI file we only need to provide, for each note, its pitch, starting time, duration, channel and volume. For simplicity reasons, we assume that the volume is always $100 \%$ and that we are only playing an instrument (piano), so we only need one channel.

### 4.2.3 Experimental Setup

As previously mentioned, we decided to focus on the method where components of both approaches from Chapter 3 are merged. We chose not to carry full extensive tests with all possibilities (as done with CFDGs) because the aim of this section is different. We only want to prove that it is possible to apply the evolutionary engine to different domains and, as so, the experiments herein presented work as a proof of concept.

```
<S> ::= <STARTSHAPE> <RULE>(3, NONTERMINAL, STRING, True)
    <RULE> (1,3)
<STARTSHAPE> ::= startshape <NONTERMINAL>
<RULE> ::= rule <NONTERMINAL> <PROB> { <CALLS> }
<PROB> ::= [0,1] | \lambda
<CALLS> ::= <SYMBOL> <CALLS> | <SYMBOL> <CALLS>
    | <SYMBOL> <CALLS> | }
<SYMBOL> ::= <TERMINAL> | <TERMINAL> | <TERMINAL>
    | <NONTERM> | <NONTERM> | <FUNCTION>
<TERMINAL> ::= note { pitch <PITCH> ; duration <DURATION> }
    | note { pitch <PITCH> ; duration <DURATION> }
    | note { pitch <PITCH> ; duration <DURATION> }
    | chord { base <PITCH> ; duration <DURATION> }
<PITCH> ::= 60 | 61 | 62 | 63 | 64 | 65
    | 66 | 67 | 68 | 69 | 70 | 71
<DURATION> ::= 1.0 | 0.5 | 1.0 | 0.5
    | 1.0 | 0.5 | 0.25 | 0.125
<NONTERM> ::= <NONTERMINAL> <PARAMETERS>
<FUNCTION> ::= playtwo ( <FUNCARG> ; <FUNCARG> ) <PARAMETERS>
    | playtwice ( <FUNCARG> ) <PARAMETERS>
    | mirror ( <FUNCARG> ) <PARAMETERS>
    | playandmirror ( <FUNCARG> ) <PARAMETERS>
    | playtwice ( <FUNCARG> ) <PARAMETERS>
    | mirror ( <FUNCARG> ) <PARAMETERS>
    | playandmirror ( <FUNCARG> ) <PARAMETERS>
    | mirror ( <FUNCARG> ) <PARAMETERS>
    | playandmirror ( <FUNCARG> ) <PARAMETERS>
<FUNCARG> ::= <FUNCTION> | <NONTERMINAL> | <NONTERMINAL>
<PARAMETERS> ::= pitch [-2, 2] <PARAMETERS>
        | duration [-0.25, 0.25] <PARAMETERS>
        | \lambda
```

Grammar 4.3: Pre-grammar used for the evolution of grammars capable of representing musical sequences.

Being a proof of concept we opted for guiding evolution in a user-guided manner. One may argue that, by doing so, results are subjective to the users aesthetic preferences. That is correct but, once again, this is a proof of concept. The aim is only to assess the adequacy of the system to evolve candidate solutions in other domains, regardless of the used fitness function.

In the used evolutionary algorithm, individuals are represented by derivation trees of an a-priori defined pre-grammar and are mapped into a graph representation before
application of the graph-crossover. For that, the first step is the definition of a pregrammar capable of providing grammars such as the one presented in Figure 4.22. The used pre-grammar is presented in Grammar 4.3. As seen, it contains a lot of repeated productions. This was done with purpose, in a way to bias the grammar, in order to produce more audible note sequences, avoiding too much repetition or notes played at once. More about the motivation for the grammar biasing will be discussed in the next section.

Table 4.6 details the remaining parameters needed for the performance of experiments. The low value in the number of runs, generations and population size are a result of the user-guided fitness. Just for this setup, the user is required to ear about 3000 MIDI files, classifying each one of them, in a scale from 0 to 5 , with regard to all the remaining. This can easily be understood as an exhausting process.

### 4.2.4 Experimental Results

In this section we will discuss and present the results obtained while testing the evolution of musical sequences. To start, the motivation that let to biasing the grammar and how it was accomplished will be described. Later, we will show samples of the evolved musical pieces, using a user guided-method that, despite subjective, we considerer convincing to prove the capacity of the evolutionary engine to cope with different domains.

An unbiased pre-grammar of the one shown in Grammar 4.3 can be understood as composed by the exact same production rules, although without repetitions in its derivation steps. For example, the production rule <RULES $>$ would consist of the derivations $<$ SYMBOL $><$ CALLS $>$ and $\lambda$, with no repetitions of $<$ SYMBOL $>$ $<$ CALLS $>$. The same reasoning should be applied for the remaining production rules. From that, an important consequence emerges; when deciding which derivation step should replace the non-terminal, they all have the same probability.

As a result, using the unbiased grammar, the following happens. When expanding a rule, i.e., adding calls to it, the same chance is given to $\lambda$ and $<$ SYMBOL $>$ <CALLS>. In theory this means $50 \%$ of the rules will be empty (no calls to terminals, non-terminals or functions). Furthermore, when expanding a function, its argument can be a non-terminal or another function. Being the probabilities the same, it leads to multiple nested functions, which hardly produce interesting musical compositions. The first pointed situation guides to the output of sequences of notes that are either too simple, or even empty, due to the lack of calls to terminals, non-terminals and functions. In the other hand, it easily produces highly complex musical pieces, such


Figure 4.23: Example of part of the sequence of notes produced by an individual generated using the unbiased version of Grammar 4.3.


Figure 4.24: Example of a sequence of notes produced by an individual considered of high-quality, generated using the unbiased version of Grammar 4.3.
as the one depicted in Figure 4.23, where constantly there is a high number of notes played at the same time. This is often the consequence of nested playtwo function calls. In the example it is also clear the dominance of short duration notes, because in the unbiased grammar we were allowing shorter time durations ( 0.0625 and 0.03125 ), which were later discarded. Despite all that, using an unbiased grammar it is also possible to evolve simple aesthetic musical pieces, such as the one in Figure 4.24.

Biasing the grammar arises as a solution for the above mentioned problems. Although, it is intrinsically related with the user's aesthetics notion. Following this line of thought, we increased the probability of creating calls to non-terminals, terminals and functions, by making <SYMBOL> <CALLS> present in the grammar more than once. We also enhanced the type of call that should be made, giving higher rates to terminals, non-terminals and functions, in this order. Focusing terminals, we established that the terminal note should be used more often than chord, in order to discourage the noise produced by a huge amount of notes played at once. Furthermore, with the same problem in mind, the function playtwo is the one with the lowest probability of being used. Playtwice, also has lower probability of being picked

(b) Example B

Figure 4.25: Example of a sequence of notes produced by an individual considered of high-quality generated using Grammar 4.3.
than the others, although higher than playtwo, because it leads to the same pattern over time, producing monotonous sequences of notes. Function arguments were biased, setting a preference for non-terminals, avoiding this way wide nested functions. Action was also taken to change the notes duration, after noticing that low values are not perceptible when playing the MIDI file. For that, the options focus higher durations.

After introducing the above mentioned changes into the used pre-grammar, more of the output results were considered useful. To start, there were less empty and highly complex note sequences. It was possible to actually see that, across generations an improvement in the quality of the individuals was being accomplished, leading to the evolution of simple and structured musical pieces. Examples of outputs of the system are shown in Figure 4.25. In the attached CD, we include an evolutionary run performed using the setup specified in Section 4.2 .3 as well as more samples of individuals that were considered of high quality by the users, during the evolutionary process.

### 4.3 Conclusions

In the present chapter we perform multiple experiments over the approaches detailed in Chapter 3. This tests focus two different domains.

First, we try the evolution of Context Free Design Grammars that, when rendered, give origin to images in the PNG format. With this domain, both graph and treebased approaches were tested. It was proved that one and the other are capable of evolving CFDGs, with all the used fitness functions except two (Fractal Dimension
and Lacunarity) which were later ruled out, for being inappropriate for the assessing of fitness of non-fractal images. As so, they are ill-suited to promote the evolution of non-fractals into fractal images. We also demonstrated the capacity of the system to guide evolution according to a fitness which takes several others into account producing results that must bespeak characteristics of each one of them.

After showing that, in isolation, both approaches work as expected, we tried to merge operators from each one of them, i.e., try to evolve CFDGs for example with tree-mutation and graph-crossover. The procedure for population initialisation was fixed to the tree-based one, due to generalisation purposes. For that, individuals are derivation trees and, as so, before applying any graph operation a mapping from a tree to a graph is needed, converting then them back to a tree. Results clearly show that when using graph-mutation results are worse. They also establish the tree-crossover as the best crossover operator. For that, in the next chapter, solutions to improve the performance of the graph-crossover are going to be explored.

To end, experiments in another domain, namely music, were carried out. The goal of this last section of the chapter is to assess the capacity of the evolutionary engine to deal with different environments. For that, it can be perceived as a proof of concept and, therefore, only one of the above discussed approaches was used; more precisely, the one that combines tree-mutation with tree and graph crossovers (preference set to tree-crossover). After introducing bias in the used grammar, showing that in some scenarios it can be useful to lead to aesthetic results, we performed user guided runs. Even tough the results can be seen, up to some extent, as subjective, we demonstrate that the method is adequate as, over time, the output musical sequences are considered of higher quality.

## Chapter 5

## Alignment

Alignment can be defined as the procedure that establishes a mapping between two structures, such as trees or graphs. Moreover, the output mapping should aim at maximising the similarity among the parts of each structure that are to be aligned. In other words, it should try to preserve most of the characteristics of the structures, i.e., blocks in one structure should be mapped to similar ones in the other.

The most common way to measure similarity is using topological metrics. All methods within this class of approach see nodes as equal parts and compute their similarity with regard to the relation between them.

On the other hand, we have procedures which take into consideration only the similarity among nodes. Although, in some situations, this type of methods fail for being domain dependent, requiring a-priori knowledge.

The optimal way to tackle this problem is, in our opinion, to merge the concepts from the previous paragraphs, i.e., consider both topological and node similarities.

The following sections are organised as follows. Section 5.1 focuses methods for graph alignment. Algorithms for the alignment of trees are not going to be explored, because derivation trees are constrained to ensure the generation of valid individuals, by restricting cutting points to nodes with the same derivation rule. From the previous, the application of any sort of alignment is not expected to generate any better results. The objective of this study is then to try improving the graph-crossover performance, by choosing cutting points in a more informed way. By doing so, we can pick the first crossover point at random and the second one as its alignment or we can go for the alignment that maximises the similarity measure. These possibilities will be addressed in the experimentation section, Section 5.2. To end, conclusions will be drawn (Section 5.3).

### 5.1 Graph Alignment

Multiple algorithms for aligning graphs exist, most of them divided into two phases. Usually, the first one focuses in computing the cost of aligning every pair of nodes of the two graphs, while the second extracts the actual alignment from the previously built cost matrix.

Regarding the alignment method, it should be able to produce a one-to-one mapping between the two graphs that are being aligned. Most often than not, that is impossible because the number of nodes in each structure is different. In that case, a one-to-one mapping from the smallest to the largest structure is sought, i.e., every single node of the graph with less nodes should be aligned to exactly one node of the graph with more nodes.

Taking all the above into account, and after analysing the survey by Döpmann [16], where several graph alignment algorithms are benchmarked, we opt by adapting the Graph Aligner (GRAAL) algorithm [33] to our current scenario.

GRAAL, as the majority of the alignment algorithms follows a two phase structure where, to produce the cost matrix, both topological and node similarities are considered.

Denoting by $G$ and $H$ the two graphs we aim at aligning, the topological similarity ( top $p_{\text {sim }}$ ) between each pair of nodes $v \in G$ and $u \in H$ is computed according to the following equation:

$$
\begin{equation*}
\operatorname{top}_{\text {sim }}(v, u)=1-\frac{\operatorname{deg}(v)+\operatorname{deg}(u)}{\max _{-} \operatorname{deg}(G)+\max _{-} \operatorname{deg}(H)}, \tag{5.1}
\end{equation*}
$$

where deg represents the degree of a node in the graph and max_deg the maximum degree of a graph. Consequently, the output is a value in the interval $[0,1]$, where lower values stand for nodes that are more similar.

At this point, we introduce changes in the algorithm. In the original paper, node similarity is computed using the signature similarity algorithm [48], that measures local topological similarity between two given nodes, taking into account their graphlet degrees (for more informations refer to [48]). In order to align the approach with our current scenario, to assign similarity to two nodes, we ask the user to initially define a dissimilarity matrix, where every possible terminal, non-terminal and parameter that the evolutionary engine is allowed to use are compared. This way, every cell in the matrix means how dissimilar two symbols are. The higher the value in the cell is, the more dissimilar the elements are. For the fact that one node can have more
terminals and non-terminals than the other, the comparison to $\lambda$ is also contained in the dissimilarity matrix. The same rationale is applied to parameters.

Node similarity is then calculated by comparing the terminals, non-terminals and parameters from each pair of nodes, scoring their alignment with regard to the dissimilarity matrix defined by the user. Efforts to scale the output value to the $[0,1]$ interval were also made. As in the topological similarity, values close to 0 represent nodes that are closer to each other.

If we then denote by node sim the node similarity we can compute the cost of aligning each node $v$ of the smallest graph to a single node $u$ of the largest one as:

$$
\begin{equation*}
\operatorname{cost}(v, u)=\alpha \times \operatorname{top}_{\operatorname{sim}}(v, u)+(1-\alpha) \times \operatorname{node}_{\operatorname{sim}}(v, u), \tag{5.2}
\end{equation*}
$$

where $\alpha \in[0,1]$ represents the weight given to the topological part of the alignment. Moreover, as both $t o p_{\text {sim }}$ and node sim output values are between 0 and 1 it is easy to understand that the output of the cost function will also be within the same interval.

```
Algorithm 8 Graph alignment.
    procedure GraphAlign(G, H, CostMatrix)
        alignments \(\leftarrow\) EmptyList ()
        marked \(_{G} \leftarrow\) EmptyList ()
        marked \(_{H} \leftarrow\) EmptyList ()
        while \(\mid\) marked \(_{a}|<|G|\) do
            \(\left(\right.\) node \(_{G}\), node \(\left._{H}\right) \leftarrow\) FindLowestCost \(\left(\right.\) marked \(_{G}\), marked \(_{H}\), CostMatrix \()\)
            marked \(_{G} \cdot \operatorname{append}\left(\right.\) node \(\left._{G}\right)\)
            marked \(_{H} \cdot \operatorname{append}\left(\right.\) node \(\left._{H}\right)\)
            alignments.append \(\left(\left(\operatorname{node}_{G}\right.\right.\), node \(\left.\left._{H}\right)\right)\)
        end while
        return alignments
    end procedure
```

With the end of the first phase, which terminates with the calculation of a cost matrix for all pairs of nodes, it is now possible to move to the actual alignment phase, where a mapping based on the previously computed heuristics will be performed. Algorithm 8 depicts how the one-to-one mapping is computed. In simple words, the lowest cost alignment will be chosen until all nodes from the smallest graph $(G)$ are aligned to exactly one node of the largest graph $(H)$.

The produced alignment can then be used to pick the crossover point in a more informed way. In one hand we can go for the alignment that has the lowest cost, i.e., the first element of the list returned by Algorithm 8. In the other hand, we can select
from the smallest graph one node randomly, and then choose as crossover point, in the other graph, the one to which it is aligned to. Experiments focusing alignment where one pair of nodes is chosen at random will be performed in the next section. This pair of nodes will then be used as the cutting point for the graph-crossover operator. We avoid choosing the best possible pair of nodes because that will lead to a deterministic process, which in evolutionary algorithms can easily conduct to stagnation of the evolution. We will also address different options for computing the degree of a node (used in topological similarity). More precisely, we will test the computation of the degree considering only the incoming connections of the node, only the outgoing connections and both.

### 5.2 Experimentation

As mentioned in the previous section, the followed alignment methodology consists of two important components: (i) topological similarity, which assesses the affinity of two nodes with respect to the existing relations between them; (ii) node similarity, that takes into account the domain of the problem and measures the likeliness of two nodes, concerning their meaning, i.e., what they represent in the environment context.

First, we performed tests considering just the multiple alignment possibilities, i.e., instead of incorporating alignment in the evolutionary algorithm we decided first to run it in isolation. That is, we create a population composed of randomly generated individuals and then, we apply to all of them the graph-crossover operator, choosing the cutting points using different versions of alignment. Then, for each setup we assess its constructive rate (percentage of crossovers that generate offspring greater or equal, in terms of fitness, than the worst of the parents) and average fitness. Each one of the tests is then compared with the same setup under the standard graph-crossover, i.e., the one without any sort of alignment.

To better understand the impact of alignment, when testing its different possibilities (topological and node similarities) we varied several parameters. The first one that we tested is the number of nodes in a graph. It is expected that alignment performs better when applying crossover to large graphs than the opposite because, if the number of nodes is low, it is likely that choosing the cutting points at random leads approximately to the same results than when choosing them in a wiser manner. Finally, we tested two forms of sorting the set of individuals to whom crossover will be applied. The two possibilities under study are no sorting at all (i.e., they are

| Evolutionary Engine | Values |
| :--- | :--- |
| Number of runs | 30 |
| Number of generations | 300 |
| Population size | 100 |
| Graph-crossover probability | 0.6 |
| Tree-mutation probability | 0.3 |
| Leaves probability | 0.3 |
| Tournament size | 5 |
| Elite size | Top $2 \%$ of the population |
| CFDG Parameters | Values |
| Maximum number expansion steps | 100000 |
| Limits of the geometric transformations | Check used pre-grammar |
| Limits of the colour transformations | Check used pre-grammar |
| Terminal symbols | Check used pre-grammar |
| Alignment Parameters | Values |
| Number of nodes | $\{10,30,100\}$ |
| Node degree | incoming connections, outgoing connections, |
|  | incoming and outgoing connections |
| Terminals and non-terminals dissimilarity matrix | Check Matrix 5.1 |
| Parameters dissimilarity matrix | Check Matrix 5.2 |
| $\alpha$ | 0.5 |

Table 5.1: Parameters used for the graph alignment experiments.
essentially in a random order) or sorting them by fitness. The second choice implies that individuals that have higher quality values are always crossed with highly fitted individuals too, and the opposite. If no sorting is used, individuals of different quality are breed.

Results of these experiments are presented in Sections 5.2.2, 5.2.3 and 5.2.4, respectively with, topological similarity, node similarity and topological and node similarities. Then, in Section 5.2 .5 we will integrate the best of the alignment alternatives into the evolutionary algorithm previously tested in Chapter 4 (tree-mutation / graph-crossover).

### 5.2.1 Experimental Setup

The objective of this chapter is to try to increase the performance of the evolutionary engine by choosing the graph-crossover cutting points more wisely. From that, we opt first to try to figure out which of the alignment possibilities produces the best results, incorporating it later in the evolutionary engine (tree-mutation and graph-crossover) for the evolution of CFDGs.

Table 5.1 details the needed parameterisation for the evolutionary engine and to the alignment methods. To initialise the population we use the same pre-grammar as in previous experiments (Grammar 4.1).

As mentioned in the previous section, for computing the similarity between nodes a dissimilarity matrix must be defined. Matrices 5.1 and 5.2 compare all possible calls and parameters, respectively. The rationale behind the first one is that the difference between terminals and non-terminals should be higher than the one between two terminals or two non-terminals. Moreover, it is considered that it is better to have a terminal aligned with a non-terminal than with nothing $(\lambda)$. To propose Matrix 5.2 we divided the parameters into two main groups: geometric (geom $=$ transl $\cup$ transf) and colour (col = \{brightness, hue, saturation, alpha\}). Furthermore, it is possible to subdivide the geometric ones in: translations (transl $=\{x, y, z\})$ and transformations (transf $=\{$ skew, flip, rotate, size $\}$ ). Then, denoting by $C$ the cost of alignment, we established that the following conditions have to be met:

$$
\begin{array}{r}
C(\text { geom }, \text { col })>C(\text { geom }, \text { geom })=C(\text { col }, \text { col }), \\
C(\text { transf }, \text { transl })>C(\text { transl }, \text { transl })=C(\text { transf }, \text { transf }) .
\end{array}
$$

$\left.\begin{array}{lccccc} & \text { non-terminal } & \text { SQUARE } & \text { TRIANGLE } & \text { CIRCLE } & \lambda \\ \text { non-terminal } \\ \text { SQUARE } & 0 & 2 & 2 & 2 & 3 \\ \text { TRIANGLE } & 2 & 0 & 1 & 1 & 3 \\ \text { CIRCLE } & 2 & 1 & 0 & 1 & 3 \\ \lambda & 2 & 1 & 1 & 0 & 3 \\ & 3 & 3 & 3 & 3 & 0\end{array}\right)$

Matrix 5.1: Terminals and non-terminals dissimilarity matrix.
$\left.\begin{array}{l|cccccccccccc} & \mathrm{x} & \mathrm{y} & \mathrm{z} & \text { skew } & \text { flip } & \text { rotate } & \text { size } & \text { brightness } & \text { hue } & \text { saturation } & \text { alpha } & \lambda \\ \mathrm{x} & \left(\begin{array}{cccccccc}0 & 2 & 2 & 2.5 & 2.5 & 2.5 & 2.5 & 4 \\ 4 & 4 & 4 & 3 \\ \mathrm{y} & 2 & 0 & 2 & 2.5 & 2.5 & 2.5 & 2.5 \\ \hline\end{array}\right. & 4 & 4 & 4 & 4 & 3 \\ \mathrm{z} & 2 & 0 & 2.5 & 2.5 & 2.5 & 2.5 & 4 & 4 & 4 & 4 & 3 \\ \text { skew } & 2 & 2 & 0 & 2.5 & 2.5 & 2.5 & 2.5 & 4 & 4 & 4 & 4 & 3 \\ \text { flip } & 2.5 & 2.5 & 2.5 & 0 & 2 & 2 & 2 & 4 & 4 & 4 & 4 & 3 \\ \text { rotate } & 2.5 & 2.5 & 2.5 & 2 & 0 & 2 & 2 & 4 & 4 & 4 & 4 & 3 \\ \text { size } & 2.5 & 2.5 & 2.5 & 2 & 2 & 0 & 2 & 4 & 4 & 4 & 4 & 3 \\ \text { brightness } & 4 & 4 & 4 & 4 & 4 & 4 & 4 & 0 & 2 & 2 & 2 & 3 \\ \text { hue } & 4 & 4 & 4 & 4 & 4 & 4 & 4 & 2 & 0 & 2 & 2 & 3 \\ \text { saturation } \\ \text { alpha } & 4 & 4 & 4 & 4 & 4 & 4 & 4 & 2 & 2 & 0 & 2 & 3 \\ \lambda & 4 & 4 & 4 & 4 & 4 & 4 & 4 & 2 & 2 & 2 & 0 & 3 \\ 3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 & 0\end{array}\right)$

Matrix 5.2: Parameters dissimilarity matrix.

### 5.2.2 Topological Similarity

Like mentioned earlier, when performing alignment with topological similarity, part of its computation relies on the degree of the nodes being aligned. As we are applying it to directed graphs, several possibilities for assessing the degree of a node exist, namely:

Incoming Connections - the degree of a node corresponds to the number of connections that reach it. For example, the node Pelo of Figure 4.3 has 5 incoming connections and, as so, a degree of 5;

Outgoing Connections - the degree of a node is equal to the number of links that start from it. In Figure 4.3, Pelo has an outgoing degree of 1 (note that the calls to terminals are not depicted in the figure);

Incoming and Outgoing Connections - the degree of the node corresponds to the number of incoming and outgoing connections. Using this option, node Pelo of Figure 4.3 has a degree of 6 .

In order to try to figure out which of the options for computing the node degree is best, we performed a wide range of tests using all of them. Results are shown in Table 5.2. The ones that are statistically different from the standard crossover (not using alignment), for each set of tests, are marked with an asterisk.

An analysis of the results confirms the expected. Increasing the size of the graph, i.e., the number of nodes, leads to crossover with topological alignment performing better than the one where no alignment is used. Furthermore, it is possible to conclude that the one where the degree of nodes is computed taking into account only the number of outgoing connections outperforms the remaining options, both in terms of constructive rate and fitness. That conclusion arises from the fact that with both population sorting options and different number of nodes, the outgoing connections option is the one that yields, most often, results that are statistically different from the version of crossover without any sort of alignment.

Another interesting point pertains the population sorting. Sorting the population by fitness always provides lower results than without any sorting. This conclusion can be regarded as follows; when combining two individuals with similar fitnesses it is harder to surpass the worst parent's quality. On the other hand, if breeding two individuals with different fitness values, the offspring tends to be better than the worst of the parents. However, this result is expected because it is often harder to overcome two good solutions than one good and one bad.

| Num. Nodes | Pop. Sort. | Alignment | Const. Rate (\%) | Fitness $\left(\times 10^{-5}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 10 | Yes | None | 70.47 | 2.94 |
|  |  | Incoming | 69.73 | 3.45 |
|  |  | Outgoing | 72.73* | 3.55* |
|  |  | Inc. + Out. | 71.47 | 3.57 |
|  | No | None | 85.07 | 3.73 |
|  |  | Incoming | 85.23 | 3.66 |
|  |  | Outgoing | 85.13 | 3.49 |
|  |  | Inc. + Out. | 85.43 | 3.35 |
| 30 | Yes | None | 69.57 | 3.04 |
|  |  | Incoming | 69.7 | 2.81 |
|  |  | Outgoing | 70.3 | 3.15 |
|  |  | Inc. + Out. | 69.47 | 3.20 |
|  | No | None | 84.1 | 3.00 |
|  |  | Incoming | 84.43 | 3.62 * |
|  |  | Outgoing | 85.33 | 3.98* |
|  |  | Inc. + Out. | 84.27 | 3.85* |
| 100 | Yes | None | 66.57 | 2.39 |
|  |  | Incoming | 70.33* | $3.37 *$ |
|  |  | Outgoing | 69.77* | 3.70* |
|  |  | Inc. + Out. | 67.17 | 2.71 |
|  | No | None | 83.2 | 3.07 |
|  |  | Incoming | 83 | 4.01* |
|  |  | Outgoing | 84.57* | 3.87* |
|  |  | Inc. + Out. | 81.9 | 3.18 |

Table 5.2: Topological similarity alignment results. Cells marked with an asterisk mean that their value is statistically significant when comparing with the crossover without alignment for that set of tests. Results are averages of 30 independent sets of individuals.

From the previous analysis, later, in Section 5.2.4, we will use, in the topological part of the cost function, the option that considers only the outgoing connections of a node to compute its degree.

### 5.2.3 Node Similarity

Similarly to the previous section, we have also designed experiments focusing only the node similarity of the cost function. As one may remember, before applying this procedure, dissimilarity matrices comparing all possible symbols (terminals and non-terminals) and parameters must be provided to the system. These matrices are presented, respectively, in Matrices 5.1 and 5.2.

| Num. Nodes | Pop. Sorting | Alignment | Const. Rate (\%) | Fitness $\left(\times 10^{-5}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 10 | Yes | None | 70.47 | 2.94 |
|  |  | Node Sim. | $72.5^{*}$ | 3.17 |
|  | No | None | 85.07 | 3.73 |
|  |  | Node Sim. | $87.47^{*}$ | 3.50 |
| 30 | Yes | None | 69.57 | 3.04 |
|  |  | Node Sim. | $72.33^{*}$ | 3.08 |
|  | None | 84.1 | 3.00 |  |
|  |  | Node Sim. | $87.17^{*}$ | 2.85 |
| 100 | Yes | None | 66.57 | 2.39 |
|  |  | Node Sim. | $71.8^{*}$ | 2.99 |
|  | No | None | 83.2 | 3.07 |
|  |  | Node Sim. | $85.47^{*}$ | 3.23 |

Table 5.3: Node similarity alignment results. Cells marked with an asterisk mean that their value is statistically significant when comparing with the crossover without alignment, for that set of tests. Results are averages of 30 independent populations of individuals.

Table 5.3 details the results of the performed experiments. From its analysis it becomes clear that node similarity plays an important role in the computation of the cost function. Concerning the constructive rate, in all tested scenarios this form of alignment provides statistically better results than the crossover where no alignment is used. Values related to fitness average do not depict any statistical difference in any of the tests.

Analogously, a relation between the number of nodes and the constructive rate seems to exist. As we increase the number of nodes, constructive rate decreases. In contrast, fitness appears unrelated.

### 5.2.4 Topological and Node Similarities

Taking into account the experiments performed in the last two sections, where the cost matrix of the alignment is computed only considering one of its components, we now run tests using both. To assess the value corresponding to the topological part we only count the outgoing connections of the nodes, for the reasons above mentioned, in Section 5.2.2.

Table 5.4 details the results of the executed tests. As expected, a mixture between the results of both topological and node similarities, when run in isolation, is obtained. In one hand, the constructive rate of the setups with alignment constantly outperforms the standard crossover. Additionally, with alignment, the average of the

| Num. Nodes | Pop. Sorting | Alignment | Const. Rate (\%) | Fitness $\left(\times 10^{-5}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 10 | Yes | None | 70.47 | 2.94 |
|  |  | Node + Top. | 73.83* | 3.65* |
|  | No | None | 85.07 | 3.73 |
|  |  | Node + Top. | 87.00 | 3.51 |
| 30 | Yes | None | 69.57 | 3.04 |
|  |  | Node + Top. | 72.13* | 3.25 |
|  | No | None | 84.1 | 3.00 |
|  |  | Node + Top. | 85.9 | 3.75* |
| 100 | Yes | None | 66.57 | 2.39 |
|  |  | Node + Top. | 71.3* | 3.28* |
|  | No | None | 83.2 | 3.07 |
|  |  | Node + Top. | 83.57 | 3.48 |

Table 5.4: Topological and node similarities alignment results. Cells marked with an asterisk mean that their value is statistically significant when comparing with the crossover without alignment, for that set of tests. Results are averages of 30 independent sets of individuals.
fitness values does usually surpass the tests without alignment too. Furthermore, most of these results are backed up by statistical significant tests, as marked in Table 5.4 cells.

From all the performed tests we then propose the setup where both topological and node similarities are used to compute the cost matrix of the alignment method as the best possible option, for the motives presented in the last three sections. We will now, in the next section, conduct experiments using this type of crossover in the evolutionary algorithm (tree-mutation / graph-crossover).

### 5.2.5 Alignment Integration

As stated in the previous sections, after successfully employing graph-crossover with alignment over a set of randomly generated individuals we now incorporate it in the evolutionary algorithm.

The cost matrix of the alignment algorithm takes into account topological and node similarities. Moreover, topological similarity is computed just using the outgoing node connections. Graph size was set to 100 because, from previous sections results, it seems to be the most difficult setup to tackle and, as such, the one where the alignment results should be more clearly perceptible. To guide evolution we used a combination of Bell, Complexity and Contrasting Colours.


Figure 5.1: Evolution of the fitness of best individual throughout generations with and without alignment employed in the crossover operator. Results are averages of 30 runs.


Figure 5.2: Crossover constructive rate throughout generations with and without using alignment. Results are averages of 30 runs.

Results of the evolution of fitness of the best individuals (Figure 5.1) show that, the use of alignment in the crossover operator allows the evolutionary engine to achieve better results. Moreover, the difference between both crossovers, with and without alignment, is statistically significant.

With the intention of understanding what is exactly promoting this difference, we moved into assessing the average percentage of constructive crossover across generations. Results are depicted in Figure 5.2. A perusal analysis clearly shows that, the percentage of individuals generated by crossover that have a fitness greater or equal


Figure 5.3: Evolution of the fitness of the individuals that are generated by crossover throughout generations with and without using alignment. Results are averages of 30 runs.
than the worst of their parents is far greater using alignment (almost three times superior). Furthermore, they tend to have higher fitness values (Figure 5.3).

From all the previous analysis it is then clear that using alignment improves the quality of the graph-crossover.

### 5.3 Conclusions

Motivated by the results produced by the graph-crossover we investigate possible approaches for its improvement. One major drawback that seemed clear while analysing the theory behind it is related with the way how its cuttings points are chosen. While in tree-crossover they are picked in a way that assures that at least, the swapped subtrees have some degree of similarity, in graph-crossover that does not happen.

Alignment emerges as a solution for the above problem. By establishing a one-to-one mapping, from the smallest to the largest graph, it returns a list of pairs of nodes that have low alignment cost. Then, from this list, we randomly choose one of the pairs, using its nodes as cutting points.

To compute the cost matrix that is used by the alignment algorithm we adapt the formulation introduced in GRAAL. As such, we consider that, to compute the cost of aligning two nodes, two components are needed: topological and node similarities. While the first considers the connections between nodes, through its degree, the second analyses them in a much fine and semantic level of granularity.

To compute the topological similarity of a node, and because its degree is required, we test three forms of assessing it: (i) considering only the incoming connections; (ii) only the outgoing connections; (iii) both incoming and outgoing connections. From these three possibilities, the second has proved to be the best and, for that, in all subsequent tests where topological similarity is used, we calculate it using the outgoing node connections to compute its degree.

Focusing on the node similarity we establish that, in order for two nodes to be compared, a dissimilarity matrix indicating the cost of aligning each terminal, nonterminal and parameter has to be defined, so that the method is easily generalisable. Results show that in the majority of tests, performing crossover using node similarity outperforms the standard crossover (i.e., no alignment is used).

Then, after analysing both the topological and node similarities, in isolation, we perform tests using both similarities to compute the cost matrix. Results demonstrate that this option is the one that yields better results.

Finally, and taking into account the previous results, we replace the standard crossover with the version with alignment (considering topological and node similarities) and perform evolutionary runs. Results show that crossover with alignment yields better results than the standard one.

## Chapter 6

## Families

Typically, when we observe a set of works from a given artist, or artistic movement, we naturally classify them as belonging to the same class, genre, or style. Often, the collection is more interesting than the individual works, revealing more information about the artistic goals, intentions and aesthetics of the author. To some extent, the work of artists implies creating a visual language and expressing themselves using the power, and constraints of that language. As the research of Stiny and Gips [78] on Shape Grammars (Section 2.3) demonstrates, even when this language is not explicitly defined by the author, in some cases it is possible to derive and formally express the rules that capture the underlying principles of a set of artifacts (e.g. Frank Lloyd Wright's prairie houses), and then use this grammar to create new instances that are consistent with the author's artistic practice. This observation is the main motivation for this chapter.

An additional motivation comes from the following observation, based on our previous experiments on the evolution of images: often, when we look at an evolved population, we find that it is more interesting as a whole than the images it contains when observed in isolation. This can be explained as follows; an evolved population tends to be composed of images that share a common genetic background, their genotypes tend to be similar and, as such, the images they give rise to tend to share several visual characteristics. Therefore, each image is perceived in a context which is supplied by the others and, as a whole, as variations on the same theme ${ }^{1}$.

In the following sections, a scheme to evaluate families is going to be proposed (Section 6.1) and tested (Section 6.2). Whereas previous works on GP tend to ignore the characteristics among a set of phenotypes, we consider: the quality of each one;

[^7]the differences of quality among them; the consistency of the set; the diversity of the set.

Important to mention that the work described in this chapter has been submitted and accepted as a demo paper in the International Joint Conference on Artificial Intelligence 2015 (Appendix E.3).

### 6.1 Evaluating Families

As previously mentioned, we are primarily interested in the evolution of families. In the present scenario, families derive from grammars and from their non-deterministic nature. From that, it is clear that mapping them multiple times to phenotypes, using different seeds, may lead to different outputs, forming the family. To that end, we developed a fitness function that takes into account several aspects of each individual of the family and of the family as a whole. The principles that guided the development of this formula are:

1. The quality of each individual belonging to the family should be maximised;
2. The differences in quality should be minimised;

We consider that these are necessary conditions, since a collection of individuals that are deprived of interest on their own or a collection composed of extremely good and extremely bad ones cannot be considered of high quality. These conditions are not, however, sufficient. For instance, a collection composed exclusively of the same high quality individuals would meet those two criteria, but it could hardly be found interesting. Thus, we must take into account the relations between the elements of the collection:
3. A proper degree of diversity should exist.

Thus, the set of individuals should be diverse, to avoid monotony, but, at the same time, they should share some similarities, otherwise they would no longer be intuitively classified as belonging to the same family. The way these principles were translated into a fitness function and computationally implemented is described in the following paragraphs.

Being $S$ a set of ordered $I$ phenotypes, which belong to the same family, we begin by calculating fit $_{\text {ind }}(I), \forall I \in S$, allowing us to compute the mean quality of the set, $\overline{f i t_{i n d}}$, and the standard deviation of quality, $\sigma_{f i i_{i n d}}$, thus addressing the first two principles we have enunciated.

| Parameters | Values |
| :--- | :--- |
| Number of runs | 30 |
| Number of generations | 100 |
| Population size | 100 |
| Crossover probability | 0.6 |
| Mutation probability | 0.1 |
| Tournament size | 10 |
| Elite size | Top $2 \%$ |
| Maximum expansion steps | 100000 |
| $\|S\|$ | 10 |
| $\mu$ | $\{0.1,0.3,0.5,0.7\}$ |
| $\sigma$ | 0.2 |
| $a, b$ | $\{(1,1),(3,1),(1,3)\}$ |

Table 6.1: Parameters used in the experiments with families of CFDGs renderings.

To address the third principle, we calculate the similarity among all pairs of individuals belonging to the sample and its average. This raises a major difficulty because, for many domains, finding a suitable similarity metric is an open problem.

Taking all the previous into account, it is then possible to propose a fitness function for the assessment of families that addresses the three principles we enunciated, as follows:

$$
\begin{equation*}
f(S)=\log \left(1+\frac{\overline{\text { fit }_{\text {ind }}}}{1+\sigma_{f i_{i n d}}}\right)^{a} \times \log (1+N(\operatorname{sim}(S), \mu, \delta))^{b}, \tag{6.1}
\end{equation*}
$$

where $N$ is the normal distribution function and sim the similarity of a set of phenotypes, which yields values in the $[0,1]$ interval. By establishing different values for $\mu$ we can adjust the desired degree of similarity, and by setting different $\sigma$ values we adjust the penalisation for deviating from that desired similarity. In this way, the use of the normal distribution rewards individuals which produce sets of phenotypes whose mean similarity is close to $\mu$. The log function prevents evolution from focusing exclusively in one of the components of the formula. Finally, the exponents $a$ and $b$ allow us to adjust the importance given to each component.

### 6.2 Experimentation

To assess the validity of the proposed fitness function and the ability of the evolutionary engine to maximise it we conducted a wide variety of tests using the graph-based evolutionary engine (Section 3.1) to evolve families of images, which are the outcome of multiple renderings of individuals resembling CFDGs. The sample size, $|S|$, was
set to 10 , meaning that each genotype is rendered 10 times using different rendering seeds. Table 6.1 summarises the parameter settings used in the course of the experiments.

As in some experiments during previous sections, we used a combination of "aesthetic measures" adapted from evolutionary art literature to evolve CFDGs. We resort to one of these combinations to assess the quality, $f i t_{\text {ind }}$, of each image, $I$, in the sample, $S$. This particular combination focuses on the chromatic characteristics of the image, and uses two aesthetic measures: Bell Curve and Contrasting Colours, as following:

$$
\begin{equation*}
\text { fit }_{\text {ind }}(I)=\log (1+\operatorname{bell}(I)) \times \log (1+\text { cont_colours }(I)) \tag{6.2}
\end{equation*}
$$

For simplicity reasons, and because the aim of this section is only to assess the validity of the proposed fitness function, we chose to estimate the similarity of individuals (in this case, images) on a pixel by pixel basis, calculating the root mean square error, rmse, over the three channels of the RGB colour space among pairs of images. R, G and B values are scaled to $[0,1]$ prior to this calculation. Therefore, for the purpose of this study, the similarity of the set of samples $S$ is given by the following formula:

$$
\begin{equation*}
\operatorname{sim}(S)=\frac{\sum_{i=1}^{|S|-1} \sum_{j>i+1}^{|S|}\left(1-\operatorname{rmse}\left(S_{i}, S_{j}\right)\right)}{\frac{|S| \times(|S|-1)}{2}} \tag{6.3}
\end{equation*}
$$

We will now move into the designed experiments, focusing the importance of each part of the proposed fitness assignment scheme.

As a first step, we conducted experiments with $b=0$, thus ignoring the similarity among the images of $S$. As expected, these runs typically converged to families composed of repetitions of the same image or minor variations of it. In some cases, however, the algorithm was able to find visual families composed of diversified images. Figure 6.1 illustrates these three types of results. The main conclusion is that ignoring the similarity among images implies having no control over the diversity of the family, which often leads to disappointing results due to lack or excess of diversity.

We also conducted experiments where we only took into account the diversity of the images (i.e., $a=0$ ). As predictable, the results of these runs are poor. In the considered experimental conditions, and without any pressure to evolve images of high quality, it is trivial to match any given target similarity value using simple shapes (see Figure 6.2).


Figure 6.1: Samples of the fittest individuals from three independent runs with $b=0$. Each line presents samples of images produced by a single individual.


Figure 6.2: Samples of the fittest individual of an evolutionary run with $a=0$, $\mu=0.7$ and $\sigma=0.2$.


Figure 6.3: Evolution of the $f(s), \overline{f i t_{i n d}}, \sigma_{f i t_{\text {ind }}}$ and $\operatorname{sim}(S)$ of the best individual when $\mu=0.7$ and $a=b=1$. Results are averages of 30 independent runs and have been normalised to improve readability.


Figure 6.4: Evolution of the $f(s), \overline{f i t_{i n d}}, \sigma_{f i t_{i n d}}$ and $\operatorname{sim}(S)$ of the best individual when $\mu=0.5$ and $a=b=1$. Results are averages of 30 independent runs and have been normalised to improve readability.

Based on these preliminary results, which in essence, confirm that the assessment of the quality of a family requires taking into account the quality of the images as well as their diversity, we conducted runs where both these aspects were considered (i.e., $a \neq 0 \wedge b \neq 0$ ). Figures 6.3, 6.4, 6.5, 6.6 summarise the results obtained in these runs when using $\mu$ values of $0.7,0.5,0.3$ and 0.1 , respectively, with $a=b=1$. They present the evolution of the fitness of the best individual, $f(S)$, as well as the corresponding $\overline{f i t_{i n d}}, \sigma_{f i i_{i n d}}$ and $\operatorname{sim}(S)$. To promote readability, all values except those of $\operatorname{sim}(S)$, that are already in the $[0,1]$ interval, have been normalised by dividing the raw value by the maximum value found in the course of the experiments. The results of each figure are averages of 30 independent runs.

A brief perusal of the results and comparison among charts reveals that as the target similarity, $\mu$, decreases, the difficulty of the task increases since, in general, lower targets for $\mu$ lead to lower $f(S)$ throughout the entire course of the runs. This confirms an intuitive idea: it is harder to evolve a family composed of high quality images that are dissimilar than one composed of high quality similar images.

Focusing on the results depicted in Figure 6.3, one can observe that the target similarity value of 0.7 is quickly reached. As so, the increase in $f(S)$ results, mainly, from increases on the average individual quality of the images of the sample, $\overline{f i t_{i n d}}$. After some initial fluctuations, the standard deviation of quality, $\sigma_{f i_{i n d}}$, appears to decrease at a very slow rate. Comparing this behaviour with the one observed when $\mu=0.5$, depicted in Figure 6.4, reveals the influence of this parameter and how it affects the difficulty of the task: the value reached by $f(S)$ is lower than the one


Figure 6.5: Evolution of the $f(s), \overline{f i t_{i n d}}, \sigma_{f i t_{i n d}}$ and $\operatorname{sim}(S)$ of the best individual when $\mu=0.3$ and $a=b=1$. Results are averages of 30 independent runs and have been normalised to improve readability.


Figure 6.6: Evolution of the $f(s), \overline{f i t_{i n d}}, \sigma_{\text {fitind }}$ and $\operatorname{sim}(S)$ of the best individual when $\mu=0.1$ and $a=b=1$. Results are averages of 30 independent runs and have been normalised to improve readability.
obtained with $\mu=0.7$ and, even though $\operatorname{sim}(S)$ gradually decreases throughout the runs, the target similarity value is never reached. This quest for diversity affects other components of fitness; as it can be observed, after some initial fluctuations, $\sigma_{\text {fitind }_{\text {in }}}$ steadily rises, which is an undesired side effect. In other words, although the average quality of the sampled images is still steadily increasing, the consistency of their quality is being sacrificed to serve diversity. Interestingly, as is the case of $\mu=0.7$, the lines for $f(S)$ and $\overline{f i t_{i n d}}$ follow similar paths throughout the runs, which may indicate that individual image quality exerts a dominant evolutionary pressure in these circumstances.

The results depicted in Figure 6.5, concerning the runs with $\mu=0.3$, reveal the same overall trend as the ones obtained for $\mu=0.5$, in the sense that maximising $f(S)$ is becoming significantly harder, the target $\mu$ value is not reached, and consistent quality is being sacrificed to attain diversity. However, the behaviour is more erratic, which highlights the tension between contradictory evolutionary pressures.

The analysis of the results obtained for $\mu=0.1$ (Figure 6.6) shows that the evolutionary algorithm was unable to find solutions that are a good compromise between the different components of $f(S)$. In this case, the target $\mu$ value is not reached, $\sigma_{f_{i t_{i n d}}}$ increases throughout most of the run, and although average quality increases during the first half of the runs, then it stabilises and decreases during the second half. Thus, in these circumstances, the quest for diversity appears to overpower other evolutionary pressures, and maximising $f(S)$ becomes extremely difficult.

The analysis of the visual results obtained in the course of the experiments unavoidably entails some degree of subjectivity. Furthermore, it is impossible to present all the visual families that were evolved. As such, rather than making a thorough analysis of the visual outcomes, or showing the families that we prefer, we focus on presenting to the reader results that are representative and that can be expected with different experimental settings. For each $\mu$ setting we randomly select 1 out of the 30 evolutionary runs conducted. We then pick the fittest individual found in each of these runs and present samples of the family it defines. These are presented in Figures $6.7,6.8,6.9,6.10$, which correspond to runs with $\mu=0.7,0.5,0.3$ and 0.1 , respectively. More examples of evolved families can be found in Appendix D.

Analysing the visual results obtained with $\mu=0.7$, Figure 6.7 , one can observe that: the colourful nature of the images and the colour gradients they exhibit reflect the aesthetic measures used to assess the individual quality of the images; all the samples produced by an individual share the same visual characteristics, and we consider that it is safe to state that one would naturally perceive these images as belonging to the same family. Unlike the results obtained when diversity is ignored (see Figure 6.1) there is some degree of diversity among the samples, which is also desirable. The same statements can be made for the results obtained with $\mu=0.5$ (Figure 6.8). Comparing the visual results obtained with these two settings we can also observe that the diversity of the samples of the visual families evolved with $\mu=0.5$ is higher than the ones evolved with $\mu=0.7$. In our subjective opinion, we tend to prefer the sets of images evolved with $\mu=0.5$, since we consider that they can consistently produce diversity without a significant loss of image quality. This aspect becomes more visible as the number of samples per family increases.


Figure 6.7: Sample of the fittest individual from a run with $\mu=0.7$ and $a=b=1$.


Figure 6.8: Sample of the fittest individual from a run with $\mu=0.5$ and $a=b=1$.


Figure 6.9: Sample of the fittest individual from a run with $\mu=0.3$ and $a=b=1$.


Figure 6.10: Sample of the fittest individual from a run with $\mu=0.1$ and $a=b=1$.


Figure 6.11: Sample of the fittest individual from a run with $\mu=0.7, a=3$ and $b=1$.


Figure 6.12: Sample of the fittest individual from a run with $\mu=0.7, a=1$ and $b=3$.


Figure 6.13: Evolution of the $\operatorname{sim}(S)$ of the best individual when $\mu=0.7$ and $(a, b) \in$ $\{(1,1),(3,1),(1,3)\}$. Results are averages of 30 independent runs and have been normalised to improve readability. On the left it is depicted the evolution of the average of the best individual and on the right the standard deviation.

An analysis of the visual results obtained with $\mu=0.3$ reveals the difficulties of the evolutionary algorithm to find a compromise between the different aspects of fitness and, as such, to maximise $f(S)$. As we can observe in Figure 6.9, some spurious images exist, that could hardly be classified as belonging to the same image family as the others. More often than not, these images tend to be composed of a few simple shapes. In other words, diversity is being attained through the generation of images that, although different, are of very low quality (according to the considered aesthetic measures). These visual results provide insight regarding the behaviour of $\sigma_{\text {fit } i_{\text {ind }}}$ during the course of these runs (see Figure 6.5), as average image quality increases the generation of these images of extreme low quality makes $\sigma_{\text {fitind }}$ increase. Furthermore, if we manually remove these spurious images from the samples, the diversity values become similar to those obtained with $\mu=0.5$. Thus, to some extent, the evolutionary algorithm is not increasing the diversity of the set, at least in the manner that we wished, since it is increasing diversity by generating images that do not belong to the same family. The visual results obtained with $\mu=0.1$ depict, and exaggerate the same tendencies.

Overall, the visual results confirm, and help to explain, the quantitative results obtained in the course of the experiments, providing additional clues to the explanation of the observed behaviour.

We will now focus on the results achieved while varying the weights $a$ and $b$ of the proposed fitness function. During this tests we used $\mu=0.7$ and $\sigma=0.2$.

Figure 6.13 depicts the evolution of the similarity for $(a, b) \in\{(1,1),(3,1),(1,3)\}$. As expected, incrementing the weight of the quality part of the fitness function, i.e.,


Figure 6.14: Evolution of the $\overline{\text { fitind }_{\text {i }}}$ of the best individual when $\mu=0.7$ and $(a, b) \in$ $\{(1,1),(3,1),(1,3)\}$. Results are averages of 30 runs.
$a=3$ and $b=1$, the evolution struggles to reach the target similarity ( $\mu=0.7$ ) because the individual's quality is what is leading evolution. On the other hand, if preference is set towards the similarity of the set which defines the family ( $a=1$, $b=3$ ) results get near those reached by the experiment where both components have the same weight $(a=b=1)$ in what concerns the average of the similarity of the best individuals. Although, if looking at the standard deviation of the similarity, it is clear that the experiment where $a=1$ and $b=3$ surpasses those where the weight is the same, which leads to the conclusion that families evolved giving a higher weight to the similarity component tend to be closer to the similarity target, $\mu$, than those evolved with $a=b=1$.

Considering the evolution of the $\overline{f i t_{i n d}}$ for the same testing scenarios, Figure 6.14, it is possible to observe that both weight variations provide better results than those presented by $a=b=1$. When increasing the pressure of the quality part ( $a=3$, $b=1$ ) the results are easily perceived as an outcome of this rise in the weight of $a$, and consequently to a bigger pressure to evolve high quality individuals. Although, the same does not happen when $b=3$; here, the fact that the results are better than those produced by $a=b=1$ is explained after the fact that an increase in the similarity component leads to individuals that are more closer to the target similarity value, $\mu$. Moreover, this individuals due to the first part of the fitness scheme, tend to be of high individual quality and, as in this case, $\mu$ is set to a high value ( $\mu=0.7$ ), images tend to be very similar and of high quality, promoting an increase in the quality of the family.

Visual results for the tests where the weights of $a$ and $b$ are varied can be found in Figures 6.11 and 6.12 , where $a=3$ and $b=3$, respectively. If more results are pretended, refer to Appendix D. As perceived in the results evolved with $a=3$ and $b=1$, families tend to have smoother transitions between colours than those evolved with $a=b=1$, which is a result of higher fitness values, namely from the Bell component of the used combined fitness function. Results from $a=1$ and $b=3$ have no clear distinction from those evolved with $a=b=1$ (with respect to similarity) which is explained by what had already been mentioned before; similarity is easy to achieve.

### 6.3 Conclusions

We present a novel approach for the evolution and assessment of families. Unlike previous efforts, we assign fitness based on the properties of the generated set of individuals and their diversity. The proposed fitness function promotes the maximisation of the individual quality, the minimisation of differences in quality, and a given degree of diversity among the individuals of the same family.

After proving that without taking into account similarity it is impossible to assure that families are composed of individuals that are not repetitions of the same pattern or minor variations of it, and that, if considering only the similarity the outputs are not the expected ones due to their lack of quality, we moved into varying the target similarity.

Subjectively, we have successfully achieved an important goal; the families that result from the evolution with an appropriate fitness function genuinely have a familylike appearance and are of great interest. Moreover, when the weight of both components of the fitness function is the same it is proven that, in the majority of the cases, the results can be seen as families. Although, if the similarity target is set to a low value (such, as $\mu=0.3$ or $\mu=0.1$ ) the similarity component is attained by evolving families where some of the elements are very simple and, as so, lower the average similarity of the set.

Changing the weights $a$ and $b$ has proven to produce the expected results if increasing the one related with the quality part of the individuals. The same cannot be stated when varying $b$; that can be explained by the ease with what a target similarity is reached.

## Chapter 7

## Conclusions and Future Work

Aiming at briefly describing all the work developed during the course of this Dissertation we will, in Section 7.1, start by detailing how work was planned, dividing it into several tasks. Then, in Section 7.2, the summary of the results of each one of the tasks will be conducted. To end, focus is given to future work (Section 7.3).

### 7.1 Work Planning

The planning of the present Dissertation has been divided into two main stages: completion and expansion of previous work.

During the first term, we intended to search and write about the state of the art surrounding the creation of an evolutionary engine capable of evolving generative grammars, using graph-based Genetic Programming and grammatical formulations. After accomplishing that, refinements to the previously developed engine were done, testing it against distinct automated fitness assignment schemas.

The above engine was developed only taking into account the evolution of Context Free Design Grammars [11]. As so, in the second term, efforts to generalise it, turning the adaptation to other domains easier were investigated and implemented. In an attempt to improve the operators used by the proposed evolutionary algorithm, methodologies which are structure aware were also tried.

Simplifying, we can divide the developed work in 9 tasks, which are now presented:

1. Revision of the bibliography and survey of the state of the art;
2. Refinement of the graph based evolutionary engine for generative grammars;
3. Development of automated fitness assignment schemes;
4. Writing of intermediate report and refinement of the work plan for the second semester;
5. Development of a grammatical evolution engine for generative grammars;
6. Development of semantic and structure aware methods for generative grammars;
7. Development of a fitness function capable of assessing the quality of a set of individuals;
8. Experimentation;
9. Dissemination: Dissertation and Papers.

### 7.2 Summary

Beginning with the State of the Art (Chapter 2), we detailed and searched approaches related with two different but related fields. First of all we referred to Evolutionary Computation and Algorithms, where focus was given mainly over Genetic Programming approaches. Later, a section focusing Grammars intuitively emerges, where the revision of several techniques aiming at grammar evolution is accomplished. Upon absorbing all the previously mentioned literature, and aiming at developing an evolutionary engine capable of successfully evolving solutions in different environments we raised the following questions, that will be answered during the next paragraphs:

1. Is it possible to come up with a tool capable of dealing with multiple problem environments and domains?
2. Can grammar formulations help in this task? If so, how?
3. Is it worth trying to combine multiple approaches from distinct types of methodologies?

In order to gain some insights that may lead us to be able to provide answers to the above questions we developed two evolutionary approaches (Chapter 3), with different forms of representation and, as so, with different operators (crossover, mutation and population initialisation). Starting with the graph-based approach, as the name indicates, individuals resemble a graph structure, where each node stands for a production rule and connections between them indicate flow of control, which can or
not pass parameters within calls. In this way, the graph itself represents a grammar, where the set of all nodes and links defines the system of production rules. In the other hand, a tree-based representation was used. Individuals represent derivationtrees from a user-provided pre-grammar, which is no more than a BNF with the addition of coding blocks.

Chapter 4 describes a set of comprehensive experiments over the two previous mentioned forms of representation. We tested them in two different domains. First, we evolved Context Free Design Grammars that were ultimately rendered into PNG images. We begin, in this scenario, by running tests with the tree and graph-based approaches. Both have proven to be capable of promoting the evolution of several distinct automatic fitness functions, in isolation and combined. From this point we tried to merge components from one and the other representation to see if that would lead to an increase in the performance of the evolutionary algorithm. As such, limiting the population initialisation to the one used for the creation of random derivation trees (for generalisation purposes), we test several combinations of mutation and crossover. Graph-mutation has proven to lead to the worse results. All the remaining setups where tree-mutation is used have shown no significant statistical difference. At this point we designed experiments using both crossover operators in the same evolutionary algorithm, e.g. tree-mutation with tree and graph crossover, with probabilities of $70 \%$ and $30 \%$, respectively. Results show no clear difference in what regards the fitness of the best produced individuals. However, focusing the average fitness at a population level, a trend towards the tree mutation exits, i.e., increasing the rate of tree-crossover leads to higher fitnesses at a population level, which is an outcome of tree-crossover having a higher constructive rate than the graph one. For all this, we point the combination of tree-mutation with tree-crossover as apparently performing better than the ones where graph-crossover is employed.

Apart from the experiments where CFDGs were evolved, we have also tried to promote the evolution of grammars resembling musical sequences, that are later mapped into MIDI files, to ease reproduction. This part of the experimentation had the objective of working as a proof of concept for the capacity of the evolutionary engine to cope with different domains. As so, we used an evolutionary algorithm that uses operators from both representations. Because it is just a proof of concept, instead of an automatic fitness evaluation procedure we used a user-guided one. Results show that the evolutionary engine can promote the evolution of aesthetic results and, as so, that it has sufficient generalisation properties, answering this way to the first and second questions. That is, it is possible to develop an evolutionary engine capable
of addressing different tasks, which is facilitated by having a system where only the pre-grammar has to be changed, in order to produce the pretended results.

As the reader may remember, we have above mentioned that the graph-crossover operator was not providing results that were considered as good as the tree-crossover ones. Therefore, we investigated ways to improve it. In Chapter 5, alignment of structures is addressed. Graph-crossover, as opposed to tree-crossover, chooses the crossover cutting points at random locations. As such, the genetic material that is swapped can be completely incompatible. Alignment provides a one-to-one mapping from the smallest $(H)$ to the largest graph $(G)$, returning a list of nodes, where each pair $(v, u)$ of nodes, $v \in H$ and $u \in G$, has the lowest alignment cost, i.e., they are similar. The computation of the cost matrix in alignment is made of two components, topological and node similarities. The first analysis the connections established between nodes, whereas the second takes a most semantic approach to similarity. Obtained results show that the computation of the cost matrix yields better results when using both components. Furthermore, it has also been proven that the alignment introduces improvements in the performance of the graph-crossover operator. It is then now possible to answer to the third question. As shown, in some circumstances, merging graph-crossover with tree-crossover leads to better results, proving that it may be worth combining components from several approaches.

Finally, in Chapter 6 we introduce a fitness function for the assessment of the quality of families of individuals. This is particularly interesting, as our main focus has been over the evolution of both images and music, which are encoded by non-deterministic grammars. That means that, if we perform their mapping to the phenotype (image / music) several times, providing different rendering seeds, the results may be distinct. As such, in our current scenario we do not actually have a family of individuals but a family of mappings of the same individual instead. The proposed fitness function promotes the maximisation of the individual quality, the minimisation of differences in quality, and a given degree of diversity among the individuals of the same family. We prove that all its components are important and that, together, they are capable of evolving sets of phenotypes that are easily identified as belonging to the same family.

### 7.3 Future Work

Concerning future work, there are several aspects that were not analysed, mainly due to the lack of time or because they were out of the scope of this Dissertation.

First of all, we could try applying automatic fitness evaluation procedures into the evolution of musical sequences. That would certainly speed up the process of evolution and, ultimately allow the reproduction of results. Still focusing the work done with music, the grammars that represent individuals, like CFDGs, are also nondeterministic. For that, the same rationale that was used for the evolution of families of images could be easily adapted to music, promoting the evolution of musical sequences that share a degree of similarity. Later, the multiple individuals that compose a family could be merged in order to form a single musical piece.

As one may remember, in experiments performed for the evolution of families of images, RMSE was used for computing the distance between the images. This metric is simplistic and, as such, other possibilities should be searched and tried in the future.

Alignment of individuals was just used to accomplish the choosing of crossover's cutting points in a more informed manner. However, what is in fact swapped between the two parents are subgraphs. For that, instead of using alignment to choose only the cutting points, we can try to also use it in the part of the crossover where a mapping between the two subgraphs, that are exchanged, is performed. Another aspect connected with the improvement of the evolutionary algorithm is related with the way that parents are selected. It would be interesting to, instead of applying the tournament selection based on fitness, try, for example, to base it on semantic similarity between individuals.

To end, and perhaps one of the most import points to be addressed in future work, the application of the graph-crossover operator and of the alignment rationale to Cartesian Genetic Programming, testing it then in classical optimisation problems, such as symbolic regression.

## Appendix A

## Evolutionary Art

Evolutionary Art, EvoArt, is a research area within the field of Generative Art, which is defined by Galanter [22] as:
"any art practice where the artist uses a system, such as a set of natural language rules, a computer program, a machine, or other procedural invention, which is set into motion with some degree of autonomy contributing to or resulting in a completed work of art".

Focusing on computer programs, evolved by Evolutionary Computation, Evolutionary Art can be seen as comprising several distinct terms and areas, such as as art, computation and nature. In other words, in an evolutionary approach, related with art, a program (computation) capable of evolving artistic expressions, such as images, videos, music, etc. (art) is evolved based on the Darwinian theory of evolution of species, related to survival of the fittest (nature). At a lower level of detail, from generation to generation, the highly fitted works of art are breed in an attempt to converge to an art piece that can be considered unique, with regard to some aesthetic measure.

All this leads to the question of who should be in fact considered the artist, the application or its author? The concept of Constructed Artists, presented in [74], describes systems that are capable of developing artworks by themselves or with little human intervention. In the other hand, [87] defines the artist as the "partnership" established between the program and its author, labelling the author of the art piece as the meta-creator.

One of the main problems related with EvoArt is the assignment of fitness to artworks [23]. Because it is a technique based on evolutionary algorithms, there is the need to assign quality to individuals, in this case, normally seen as images aesthetics.

Aesthetic in the context of this Dissertation means beautiful or pleasant. Those two feelings are easily understandable as subjective, i.e., their meaning and perceptions varies from person to person. It is not yet entirely clear how can aesthetic judgement be automated; although, some approaches to it have already been proposed [15]. An alternative for automatic evaluation, given its implementation difficulty, is to build an evolutionary system that is guided, from iteration to iteration, by the user [34].

In the following sections several works in this field are going to be described and presented, starting from user-guided approaches (Section A.1) to automated ones (Section A.2).

## A. 1 Interactive Evolutionary Computing

Interactive Evolutionary Computing (IEC) systems have been used since the start of EvoArt, due to the difficult in assessing an artwork aesthetics automatically. That has led to IEC, which is known for requesting fitness assignment based on humaninteraction, by asking the user to evaluate the beauty of the system outputs.

Richard Dawkins, and his work with biomorphs, described in [14], is commonly seen as the father of both EvoArt and IEC. Biomorphs are evolutionary evolved animal-like shapes, which are represented as a fixed size linear string of nine integers. From generation to generation, a mutation is applied to a single individual's gene, changing its value by one $(+1$ or -1$)$. Then, the user is presented with both the parent and the offspring (mutated individuals) and thus he has to choose the one he prefers, serving that one as father for the next generation. Even tough most of EvoArt field participants normally refer to this work as the area's driver, art was not the purpose of Dawkins. His main objective was to prove that evolution is guided by cumulative, instead of single-step selection, i.e., he wanted to show that evolution is the product of simple, yet significant, mutations affecting a species over time, and not the outcome of a one-time, complex event. An example of a biomorph generated by Dawkins system is shown in Figure A.1.

Based on Dawkins work, Karl Sims (1991) [71] proposed a GP expression-based system, capable of evolving computer programs in a tree-structure, mimicking LISP syntax. Inner nodes represent functions, such as vector transformations, noise generators, simple image processing operators and numerical functions, whereas leaves express terminals. At each step, the program is supposed to output images, to which a user assigns fitness values, representing their aesthetics or closeness to the desired


Figure A.1: Example of biomorphs created by one Dawkins system run [14].


Figure A.2: Examples of figures generated by Karl Sims [71].
target. This approach has also been adapted to be capable of handling plants, textures, 3D structures and animations. Some examples of images evolved by Sims can be seen in Figure A.2.

Following the work of Sims, Steven Rooke [88] developed a system in all similar to the proposed by Sims (1991), but enlarging the number of available functions and terminals. In addition to that, Rooke also implemented a genetic library that made the saving of aesthetic individuals possible. Later on, the previously saved individuals, can be used to seed the initial population, allowing a faster convergence. According to Machado [38], some of the used functions encapsulate aesthetic knowledge, which is easily seen as subjective to the user and, consequently, may turn it hard to produce artworks distinct from the ones sought by Rooke. Despite that, the images produced by the system are considered of great quality; two examples are presented in Figure A.3.

Also inspired by the early work of Dawkins and Sims, and in the same line of the developed by Rooke, Tatsuo Unemi [81] developed an expression-based system,


Figure A.3: Examples of figures generated by Steven Rooke [67].
capable of evolving aesthetic images, judged by the user. To the previously presented systems, SBART [82] added some functionalities, such as a multi-field interface suitable to evolve populations following an island approach. He also permits the user to directly modify individuals' genotype. An example of an artwork produced by SBART is depicted in Figure A.4a.

More recently, works focusing expression-based systems have been proposed. In [37], Machado and Cardoso present NEvAr, a system in most aspects similar to the ones so far mentioned. In addition to others properties, NEvAr also tried to simplify users life by implementing filtering of images, so that those that are either to simple or too complex are immediately ruled out. An automatic seeding system, where only one image needs to be chosen, being the system responsible for picking similar results was also developed. Furthermore, it allows the artist to return in time to previous populations, making it possible to change an earlier evaluation. Later on, Machado and Cardoso also explored automatic fitness assignment techniques, based on the complexity of an image (further detailed in Section A.2). An example of an artwork produced by NEvAr is shown in Figure A.4b. In 2007, David Hart [26] proposed a system that adds, to the previously described ones, two mutation types (warp mutations and harmonic mutations). Moreover, Hart gave the user the possibility to change the mutation's probability over time and introduced an alignment tree procedure to use with crossover. An image produced by his system is presented in Figure A.4c.

Even tough expression-based systems are the dominant ones in the field of EvoArt, they are not the only ones, and not even the true aim of this Dissertation. In [3], Baker, with an approach based in lines, is capable of evolving complex face sketches. Another example, distinct from all the described so far is the work of Polo and Cagnoni [64], who were able to generate images based on filters. Now, approaches

(a) Example of an image evolved by (b) Example of an image evolved by SBART [82].

NEvAr [37].

(c) Example of an image evolved by David Hart [26].

Figure A.4: Examples of images generated by other expression-based systems.
capable of producing artworks evolving grammars are going to be presented. These are the ones that really are within the scope of this Dissertation.

In [78], Stiny and Gips prove the possibility of creating an entire visual language from shape-grammars [77] (described in Section 2.3). This can be seen as the one work that inspired many other artists to develop systems capable of generating artworks based on grammar languages. Later on, O'Neill et al. [58] explored this hypothesis with their previously consolidated Grammatical Evolution algorithm (Section 2.3.2), which has been proven to be successful, and then applied to a specific problem (evolution of the design of a shelter [54]) with guidance of expert users capable of assigning fitness to the outputs of the system, in an IEC manner. With a simple shape-grammar, results such as the ones depicted in Figure A.5, were possible to be attained.

Focusing a different type of grammars, McCormack, in [46], accomplished aesthetic images (Figure A.6a) with an interactive system based on stochastic parametric Lindenmayer grammars [66], using only simple arithmetic operators. During the evolutionary process, solely mutation was applied, changing different aspects of the grammar rules (parameters, probabilities, etc.).


Figure A.5: Examples of shelters evolved by O'Neill et al. [54].


Figure A.6: Examples of other grammar-based EvoArt systems.

In [70], Saunders and Grace proposed an engine based on Context Free Design Grammars [11]. Between the engine and Context Free Design Grammar they added an interpreter layer capable of providing parametric properties to the grammar. Basically, over time only the parameters ranges are evolved and, upon grammar rendering, a stochastic value is generated, within a specific range. From the previous, it is possible to claim that their system is not capable of evolving the structure of the grammars, but only the values it uses. Later on, Machado and Cardoso [41, 42] proposed a system capable of solving the above mentioned limitation, taking the Context Free Design Grammar as a whole, it becomes far more powerful than the one proposed by Saunders and Grace. An example of an image generated by the system developed by Machado and Cardoso can be seen in Figure A.6b.

One aspect all the previously presented systems share is the fact that they all have their evolution guided by users, who assign fitness to the output images. This type of IEC approaches has been discussed in detail in [5, 80], conducting to the identification of some hard to fight disadvantages. First of all, involving each user self-perception about the images they are presented with, clearly leads to a subjective
classification result, turning the reproduction of results hard to achieve. Additionally, the classification process can be exhausting, as it asks the user to look at each single output in order to try to compare it with all the others obtained so far. This can be even harder when it is not possible to return in time to try changing some "mistake", or in order to remember old results, as the user can only keep in mind a limited number of outputs. Another issue is related with the number of results that can be displayed, at the same time, to users. Computer screens have limited sizes, as so, the grid of images must not be too big. That directly impacts the evolutionary process and its population size. The number of generations is deeply related with that, because after some time the user, as earlier mentioned, will get tired.

All the above problems have been tried to be solved by the implementation of filters, so that some images can be ruled out, for being too similar to others (so fitness is assigned the same) or too simple or excessively complex. Learning mechanisms have also been tested so that, with time, the need for user intervention would become lower, as if the system is capable of acknowledging the user's aesthetics definition. Besides all those breakthroughs, what really would improve the creation of artworks by means of computer programs would be the rise of automatic computational aesthetic functions, capable of mimicking most users aesthetics notions, without any need of learning from user interaction. Some of the algorithms capable of doing so, that have been proposed until the moment of writing of this Dissertation are going to be addressed in the following section.

## A. 2 Computational Aesthetic Evaluation

The previous section described several EvoArt systems that did not require an automated fitness assignment procedure. Although, as mentioned at the end of the same section, that was proven not to be the best solution. In [47], McCormack raises essential questions that must be addressed during the forthcoming years in this field, one of them being the problem of aesthetic selection, as humans doing it are biasing diversity and limiting the population size and number of generations. For all that, algorithms capable of modelling aesthetic of artworks should arise, as similar as possible to the human perception of beauty and interesting. In the current section, some of the proposed relevant models will be addressed.

Baluja et al, in 1994, introduced one of the first known methods for automatic aesthetic evaluation. In [4], the authors present a method based on artificial neural
networks (ANN), trained with images labelled with a value contained in the interval $[-1,1]$, where 1 means an interesting data training point, and -1 the opposite. In this way, the ANN aimed at learning the users preferences, and consequently his/her notion of beauty. Although, a clear disadvantage of the methodology is easy to identify. All the images that are part of the training set had to be manually labelled, by the user.

Ross et al. (Bell Curve) [68] followed the theory that aesthetic images tend to have harmonious and balanced visual characteristics and, for that, areas of constant colour value should be considered less appealing than those with noticeable change. This model is divided in three main steps: (i) calculation of image's colour gradient, which leads to the response, R; (ii) distribution of the response values; (iii) distance between the found distribution and the hypothesised bell distribution.

The first step, (i), is accomplished by measuring, for each pixel, its gradient, using Equation A.1, where $r$ represents the red channel, $i$ and $j$ the pixel position and $d$ is a scaling factor. The same procedure should be applied to the green and blue colour channels. Upon completing these calculations, the stimulus (S) of each pixel can be computed, as shown in Equation A.2, allowing, finally, the response (R) calculation (Equation A.3, where $S_{0}$ is a threshold of detection).

$$
\begin{gather*}
\left|\nabla r_{i, j}\right|^{2}=\frac{\left(r_{i, j}-r_{i+1, j+1}\right)^{2}+\left(r_{i+1, j}-r_{i, j+1}\right)^{2}}{d^{2}}  \tag{A.1}\\
S_{i, j}=\sqrt{\left|\nabla r_{i, j}\right|^{2}+\left|\nabla g_{i, j}\right|^{2}+\left|\nabla b_{i, j}\right|^{2}}  \tag{A.2}\\
R_{i, j}=\log \left(\frac{S_{i, j}}{S_{0}}\right) \tag{A.3}
\end{gather*}
$$

After all these intermediate steps, conditions to proceed to (ii) are met. Here, the first thing to do are to discover the mean $(\mu)$ and standard deviation $\left(\sigma^{2}\right)$ of the response values. Then, an histogram is built, with the width of each bin set to $\sigma / 100$.

The final step, (iii), consists only on establishing the distance between the found histogram and the hypothesised bell curve (mean and standard deviation as calculated in (ii)). This distance is measured using Equation A.4, where $p_{i}$ is the observed probability and $q_{i}$ the expected one, both at the $i^{\text {th }}$ bin.

$$
\begin{equation*}
D F N=1000 \sum p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) \tag{A.4}
\end{equation*}
$$

Machado \& Cardoso, in [39] and [37], describe the aesthetic notion as dependent of two main factors: (i) image complexity, IC; (ii) processing complexity, PC. In very simple terms, the authors define the beauty of an image as a ratio between those two components (IC/PC).

Image complexity is computed according to Equation A.5, where the Root Mean Square Error (RMSE) is performed between the image and the result of its compression. The chosen compression technique was JPEG.

$$
\begin{equation*}
I C=\frac{R M S E}{\text { CompressionRatio }} \tag{A.5}
\end{equation*}
$$

The other component of the formula, PC , is estimated in different time moments ( $t_{0}$ and $t_{1}$ ). That is not possible in IC because, the result of an image compressed using JPEG, with high compression ratios, would be too weak. To calculate PC, the authors decided to use fractal compression.

All the previous concepts are then merged, leading to the formula of Equation A.6, where $a, b$ and $c$ are used to change the weight of each factor.

$$
\begin{equation*}
\frac{I C^{a}}{\left(P C\left(t_{0}\right) \times P C\left(t_{1}\right)\right)^{b} \times\left(\frac{P\left(\left(t_{1}\right)-P C\left(t_{0}\right)\right.}{P C\left(t_{1}\right)}\right)^{c}} \tag{A.6}
\end{equation*}
$$

Fractal Dimension, Lacunarity are important measures, considering that most fractal images are deemed aesthetically appealing [75]. In the same study, the value of 1.3 as been pointed out as the gold value, which is sustained by its frequency in natural environments.

One way of computing fractal dimension is using the box-counting method. In this technique the image is placed into a mesh and it is checked in how many cells a pattern occurs. This process is then iterated over a range of cell sizes.

Lacunarity is also related with fractals but, while fractal dimension is concerned with the filled space in an image, lacunarity looks at gaps and heterogeneity inside them.

Universal Similarity Metric [79], applied to EvoArt by Nils Svangård and Peter Nordin, proposes the usage of a distance metric capable of assigning fitness values to evolutionary systems outputs. In this method, the distance between two objects $x$ and $y$, is theoretically computed using the Kolmogorov Complexity ( $K$ ), which expresses
the size of the smallest compressed version from which an object can be fully reproduced. Being $K(x \mid y)$ the lower number of bits required to rebuild $x$ when $y$ is known, the distance between two objects, in this case, images, is given by Equation A.7.

$$
\begin{equation*}
d(x, y)=\frac{\max \{K(x \mid y), K(y \mid x)\}}{\max \{K(x), K(y)\}} \tag{A.7}
\end{equation*}
$$

Distance is performed comparing the system's output with a pool of pre-classified artworks, which the user finds to be aesthetically pleasant.

This method was tried both over genotypes and phenotypes. Genotypes were found to be better encoded in the form of strings and later compressed using LZ77, while phenotypes should be compressed using JPEG. The best results were obtained comparing the current image with the concatenation of all phenotypes and with the concatenation of all genotypes. Concatenation results of merging all the individuals contained in the pre-classified pool.

Global Contrast Factor (GCF) [45] is a measure built under the notion of contrast, at different resolution levels. The authors refer to local contrast as the one computed over small parts of an image, and global contrast if assessed as the average of local contrasts. The first one is computed using the concept of perceptual luminance, $L$, (Equation A.9), which is based on a-priori calculus of linear luminance ( $l$ ), based on the brightness of a given pixel of the image, referred to as b (Equation A.8).

$$
\begin{gather*}
l_{x, y}=\left(\frac{b_{x, y}}{255}\right)^{\gamma}  \tag{A.8}\\
L_{x, y}=100 \times \sqrt{l_{x, y}} \tag{A.9}
\end{gather*}
$$

To compute the latter one (average local contrast, $C$ ), Equation A. 11 should be used, where $w$ represents the image width and $h$ its height. Prior to its application it is needed to known the local contrast, $l c$, for each small part that composes the image. That is accomplished by averaging the difference between the perceptual luminance of the current section and the four neighbouring ones (Equation A.10).

$$
\begin{gather*}
l c_{x, y}=\frac{\left|L_{x, y}-L_{x-1, y}\right|+\left|L_{x, y}-L_{x+1, y}\right|+\left|L_{x, y}-L_{x, y+1}\right|+\left|L_{x, y}-L_{x, y-1}\right|}{4}  \tag{A.10}\\
C_{i}=\frac{1}{w \times h} \times \sum_{x=1}^{w} \sum_{y=1}^{h} l c_{x, y} \tag{A.11}
\end{gather*}
$$

After completing all the previous steps, the $C$ for a specific image resolution is known. Although, the whole process must be repeated for different resolution levels. Changing from one resolution to a lower one can be done by simply merging adjacent pixels, forming a super-pixel. The luminance of the super-pixel is then regarded as the average of the luminance of the pixels that form it. After applying this process $N$ times, iteratively, with different resolutions, the GFC of the artwork is computed using Equation A.12, being $w_{i}$ the weight given to each resolution level.

$$
\begin{equation*}
G C F=\sum_{i=1}^{N} w_{i} \times C_{i} \tag{A.12}
\end{equation*}
$$

Many other forms of automatic computing the aesthetics of artworks have been proposed. Focus was given to the ones that have been seen as most promising and, as such, those which will probably be used and tested during the course of the present Dissertation. A study comparing some of the aesthetic measures herein described can be found in [15], who also proposed a way of merging $n$ distinct measures in a single one, using Equation A.13, where $I$ is the artwork from which it is intended to compute the quality and $M$ is the set of aesthetic measures to be combined.

$$
\begin{equation*}
\operatorname{aesthetics}(I)=\frac{\sum_{i=1}^{n} M_{i}(I)}{n} \tag{A.13}
\end{equation*}
$$

The previous equation can be easily adapted to cope with different weights assigned to each aesthetic measure $\left(w_{i}\right)$, as shown in Equation A.14.

$$
\begin{equation*}
\operatorname{aesthetics}(I)=\frac{\sum_{i=1}^{n} w_{i} M_{i}(I)}{n} \tag{A.14}
\end{equation*}
$$

## Appendix B

## Web Interface

In order to facilitate the user's task of exploring all the results produced by the system, an interface was developed in Django and, therefore, can be accessed using any browser, through the link: http://concrete.dei.uc.pt.

In simple terms, the platform allows the following basic actions:

- Definition of the parameters needed to perform a test;
- Check of test status;
- Download of configuration files;
- Download of the data collected during the execution of a test;
- Visualisation of the charts depicting fitness' evolution;
- Drill down over the results produced by the evolutionary processes.

The possibilities listed above are organised within three different menus, which can be accessed using the buttons available on the top right corner. The first one (similar to a play button) aims at setting up new tests; the middle one (resembling a refresh button) aims at displaying the runs status and collected data. With the last one, it is possible to check graphical results of the tests (which can also be accomplished, indirectly, using the second button).

In the following sections, a more detailed explanation about each menu is given. All the steps needed to conduct a successful experiment will also be described. Section B. 1 explains the parameterisation that needs to be performed in order to schedule a test. Status and test results are presented in Section B.2. To end, in Section B.3, an alternative way of exploring the outcomes of the experiences is mentioned.

## B. 1 Configuring a New Test

This option is the one that is presented to the user immediately when he/she enters the website. It can also be reached using the button with a play shape symbol.

In order to schedule an experiment the user should complete the form as shown in Figure B.1. This form allows the user to specify:

- Number of Runs - number of repetitions of the experiment that should be performed (a different random seed is used for each repetition);
- Number of Generations - number of generations of each run;
- Population Size - number of individuals of each generation;
- Tournament Size - number of individuals that is considered when using tournament selection;
- Elite Size - number of the best individuals that are copied to the next generation, without change;
- Mutation Probability - probability of applying mutations; this probability is specified per gene;
- Crossover Probability - probability of occurrence of crossover;
- Guiding Fitness - function that will guide evolution; when several are selected the combination is used to guide evolution as described in [40].

After filling in all the fields with the desired parameterisation the user launches a new experiment using the submit button. An identification number of the test will be returned and the user should note it down for later use.

The time necessary to complete the experiment depends on the experimental settings and on the available computational resources.

## B. 2 Checking Test Status

In order to check the results of all the experiments, the user, from the main page of the website, can press the second button on the top right corner, or alternatively can access directly the following link: http://concrete.dei.uc.pt/status.


Submit

Figure B.1: Form to schedule a new experiment.

The displayed information will be similar to the one contained in Figure B.2, where the first column stands for the test identification number and the second column represents the percentage of the experiment that is already completed, which is computed as follows:

$$
\frac{\text { completed_generations }}{\text { number_runs } \times \text { number_generations }} \text {. }
$$

Upon test completion the colour of the status column changes from red to green. The remaining columns allow the user to browse and download: the configuration file used to initialise the experiment; the images evolved during the runs; the CommaSeparated Values (CSV) files containing the statistical data associated with the runs (e.g. average fitness values); the charts displaying the evolution of fitness throughout the runs.

The CSV file also includes other relevant statistical information that facilitates the analysis of the results:

- Number of different rule names;
- Number of actual rules (different from the previous due to the fact that the CFDGs are non-deterministic grammars, meaning that the same rule can be defined more than once);

| Test ID | Status | Config File | Results |
| :---: | :---: | :---: | :---: |
| 4 | $0.0 \%(0 / 100)$ | Download | Still Running |
| 3 | $100.0 \%(250 / 250)$ | Download | Images CSV Graphic |
| 2 | $100.0 \%(1000 / 1000)$ | Download | Images CSV Graphic |
| 1 | $100.0 \%(250 / 250)$ | Download | Images CSV Graphic |

Figure B.2: Table containing the status of all tests.

- Number of unconnected nodes, i.e., nodes that are not reachable from the startshape;
- Number of unproductive nodes, meaning those that call directly or indirectly no terminal symbols;
- Fitness of the individuals according to the fitness functions selected by the user and employed to guide evolution;
- Fitness of the individuals according to other metrics.

The values generated by all implemented fitness measures are kept, so that it is feasible to analyse possible correlations among them. For the same reason, the charts depicting the evolution of the fitness function also show the lines for the remaining metrics.

This information only becomes accessible upon completion of all the generations of the test. The user is also allowed to check the images corresponding to the evolved grammars. For that purpose he/she must press the Images link in the table row corresponding to the desired test.

When the user presses the Images link he/she is redirected to a page similar to the one depicted in Figure B.3. In the image gallery that the user is presented with, each row corresponds to a run, whereas each column stands for a generation. Each cell depicts the image with highest fitness for that generation. Additional information regarding each image is presented bellow it.

The user can download the grammar that generated it by pressing the Grammar link. Clicking on a specific image will perform a drill down over that run and generation, leading to a page like the one shown in Figure B.4. This page will be further detailed in the next subsection (Section B.3).


Figure B.3: Exploration of the graphical results of a specific test.


Figure B.4: Drill down over a specific generation of a run.

## B. 3 Exploring the Visual Results

This option of the platform allows the free exploration of an experiment. It can be reached through the last button at the top right corner (icon similar to a folder) or directly via the following link: http://concrete.dei.uc.pt/results/.

After inserting the test identification number, a gallery of images is presented to the user. These images are equal to the ones presented when pressing the Images link on the status table. After clicking on an image the user will get a gallery with all the
images of that generation (as in Figure B.4).
In this new screen, as can be observed in Figure B.4, the user can change the: test ID; the run; the generation and the individual numbers. Leaving a box empty is interpreted as "present all". That is, if no individual is specified, all individuals of a given test, run and generation are presented. If no individual or generation is specified, then all individuals of all generations are presented.

To view the genetic code, i.e. the grammar, associated with a given image the user should press the image and the download will start automatically.

## Appendix C

## Tree-Based Context Free Art Results

In the current attachment, visual results of the evolution of Context Free Design Grammars [11], using the tree-based evolutionary engine, are shown. For a more detailed analysis of them refer to Sections 4.1.3.3 and 4.1.3.4.


Figure C.1: Best individual of each of the 30 runs using JPEG Size as fitness function.


Figure C.2: Best individual of each of the 30 runs using Contrasting Colours as fitness function.


Figure C.3: Best individual of each of the 30 runs using Bell as fitness function.


Figure C.4: Best individual of each of the 30 runs using Complexity as fitness function.


Figure C.5: Best individual of each of the 30 runs using the combination of Complexity, Bell and Contrasting Colours as fitness function.

## Appendix D

## Families Results

In the current attachment, visual results of the evolution of families of images, generated from Context Free Design Grammars [11], are shown. For a more detailed analysis of them refer to Section 6.2.


Figure D.1: Samples of the fittest individuals from several independent runs with $a=b=1, \mu=0.1$ and $\sigma=0.2$. Each row presents samples of images produced by a single individual.


Figure D.2: Samples of the fittest individuals from several independent runs with $a=b=1, \mu=0.3$ and $\sigma=0.2$. Each row presents samples of images produced by a single individual.


Figure D.3: Samples of the fittest individuals from several independent runs with $a=b=1, \mu=0.5$ and $\sigma=0.2$. Each row presents samples of images produced by a single individual.


Figure D.4: Samples of the fittest individuals from several independent runs with $a=b=1, \mu=0.7$ and $\sigma=0.2$. Each row presents samples of images produced by a single individual.


Figure D.5: Samples of the fittest individuals from several independent runs with $a=3, b=1, \mu=0.7$ and $\sigma=0.2$. Each row presents samples of images produced by a single individual.


Figure D.6: Samples of the fittest individuals from several independent runs with $a=1, b=3, \mu=0.7$ and $\sigma=0.2$. Each row presents samples of images produced by a single individual.
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[^0]:    ${ }^{1}$ For more informations check http://conceptcreationtechnology.eu/

[^1]:    ${ }^{1}$ Genetic unit that encodes a property of the individual.

[^2]:    ${ }^{2}$ Solution that is optimal within a region of the domain, although is not the best of all existent optima.

[^3]:    ${ }^{3}$ Between each generation, a percentage of the worst individuals is replaced by new randomly generated ones.

[^4]:    ${ }^{1}$ Calls to non-terminals and terminals can take parameters as input.

[^5]:    ${ }^{2}$ Nodes that are not reachable from the startshape.

[^6]:    ${ }^{3}$ MIDIUtil - https://code.google.com/p/midiutil/

[^7]:    ${ }^{1}$ Some spurious images tend to exist.

