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Abstract—The Internet of Things comprises a network of phys-
ical objects, like sensors and actuators, collecting and exchanging
data. Given the importance of the information exchanged in
these environments, the communication infrastructure becomes a
critical point that needs to be managed optimally, while providing
high-performance levels to end users. To guarantee the correct
interaction between the different procedures intended for the
optimization of the communication infrastructure, a standard
and flexible representation of the data related to the network is
necessary. Many of the services could be monitored through the
web, thus using standard Web languages with a rich expressive
power, such as the languages used in the Semantic Web, would
allow for the reification of interoperable descriptions.

This is one of the main challenges faced by the SusCity project,
which aims at the realization of the Smart City paradigm in
Lisbon, Portugal, by designing a dashboard to monitor smart
building, transportation, and smart grids. This paper presents
an ontology for the Internet of Things infrastructure tailored to
the needs of the SusCity project. Furthermore, different kinds
of evaluations were performed to corroborate the correctness
of this ontology, including potential infrastructure optimization
objectives like low latency and high resilience.

I. INTRODUCTION

Society is currently undergoing a shift in the way daily
activities take place. Automation for common activities is
leading to the instantiation of the Smart City paradigm [1]
[2], where services are made more efficient by combining
different solutions such as Information and Communication
Technologies (ICT) and the Internet of Things (IoT) [3] [4].
Several efforts are being made in this direction, to help in
the transformation of regular cities into Smart Cities. The
SusCity project [5] is one of these examples, with the main
goal of developing an operating model for the city of Lisbon,
Portugal; and also from its resources (e.g. energy, materials)
consumption, in order to plan effective strategies for resources
usage.

In this scenario, data from different sources can be collected
in an automated fashion from a wide range of devices (e.g.
smartmeters, smartphones, sensors, data loggers) from various
manufacturers. This data can be of different natures (e.g.,
real-time or not, aggregated or single) which imposes new
challenges for the ICT platform, like dealing with the het-
erogeneity of the described environment providing a uniform

language to enable the communication among the devices
(i.e. communication protocol); furthermore, it is important to
define, in a standard fashion, the communication infrastructure
itself, which will allow to use different mechanisms to manage
and optimize its performance.

To manage the communication infrastructure, it is im-
portant to have a detailed description of the network that
allows the aforementioned mechanisms to make the necessary
adjustments to obtain the desired optimization (e.g. lower
latency, lower energy consumption, higher resilience). The
heterogeneous nature of the network and devices forces the
use of a standard that can guarantee the correct interaction
among the different mechanisms as well as a proper update
process for the description model itself.

Using a standard mechanism to describe the communication
infrastructure becomes evident in this scenario as a way to
deal with its heterogeneity. Moreover, this description must
be shared among different applications that usually commu-
nicate using web services. One possible solution is using a
well-known standard language, such as Resource Description
Framework Schema (RDFS) [6], Web Ontology Language
(OWL) [7], or Terse RDF Triple Language (Turtle) [8] to share
the description of the communication infrastructure between
the different applications previously described. This would
facilitate the usage of data input to intelligent protocols,
services, and user applications, enhancing their operation.

In this paper, an ontology for the Internet of Things in-
frastructure in Smart City scenarios is proposed; in order to
unify the access to the data, making it possible to collect,
in a standard and easy way, the information that protocols,
services, and user applications need to make smart decisions
to optimize the performance of the network, according to the
requirements inherent to Smart Cities.

The proposed ontology was successfully tested against
consistency issues and also populating and querying it using
SPARQL Protocol and RDF Query Language (SPARQL) [9].
Particularly, two optimization scenarios (lower latency and
high resilience) were used in the design of the example queries
as a way to illustrate the potential impact of using this type
of solution to describe a Smart City environment to optimize
the performance of the infrastructure.



II. RELATED WORK

In order to deal with the complexity of the environment
previously described, different research proposals have been
considered. One of these approaches is using semantic tech-
nologies, particularly ontologies, to deal with the heterogene-
ity of the actors involved in this environment. This section
presents a review of previously conducted researches that
apply ontologies in the field of IoT.

Two complete and well-detailed ontologies that model ser-
vices in the IoT are presented by De et. al. [10] and Byun
et. al. [11]. The first ontology describes general services
whereas the second one is focused on social network services.
Although the ontologies exposed in these works describe in
detail the services, they lack the description of the devices
and the infrastructure of the IoT, two important aspects that
are covered in this paper.

Manate et. al. [12] present a survey of different approaches
to using semantic technologies in the IoT. In particular, the
authors take into consideration a subset of studies focused in
ontologies applied to the IoT to support their ideas. Also, the
possibility of using ontologies and multi-agents systems in
the context of IoT and Smart Cities is mentioned. As stated
before, the work of Manate et. al. constitutes a survey whilst
this work presents a concrete case study of applying semantic
technologies to describe the IoT.

Hachem et. al. [13] discuss how to use semantic tech-
nologies as the main actor of middleware to address the
diversity and scalability of objects in IoT. Additionally, they
propose two ontologies, the first one describes devices and
their functionalities in the IoT, while the second one focuses
on modeling the domain of the physical (real) environment in
the I0T; specifically, this ontology tries to model information
about real world physical concepts and their relations. The
main difference between the work of Hachem et. al. and this
research is based on the fact that the first one is focused on
the implementation of middleware, for which they use too
tailored ontologies, that can not be applied to generic Smart
City scenarios.

Wang et. al. [14] present an ontology for the IoT domain
and also discuss how their ontology can be used to support
tasks like service discovery. In their ontology, they classify
the services in Simple Object Access Protocol (SOAP) and
Representational State Transfer (REST) service types and also
include a description of the network components and the
Quality of Service (QoS) provided by them. This ontology
is more focused on the services that can be provided in the
IoT instead of in the infrastructure itself.

Later, in another research in this field, Wang et. al. [15]
introduce an ontology to modularize physical objects in the
digital world. Their ontology describes the common objects
deployed in a home environment (i.e. appliances and furniture)
and some services that use the described object. Despite
that the previous ontology is well-defined, it only takes into
consideration the actors involved in a smart-home.

As stated before, the works reviewed in this section do not
provide a thorough description of an environment that resem-

bles the demands of the SusCity project, specifically from
the infrastructure point of view. Thus, a new ontology must
be developed following the interests of Smart City scenarios
in order to fully characterize the physical environment and
eventually use this description on different processes regarding
the infrastructure; all this taking into consideration that it will
have an immediate impact on the user applications that will
influence the quality of life of the citizens, financial aspects
for business, and government activities.

III. AN ONTOLOGY FOR THE 10T INFRASTRUCTURE

This section contains the characterization of the entities
included in the ontology as well as their relationships. The
main objective of this proposal is to build a complete and
detailed ontology to model all the components involved in the
IoT infrastructure that satisfies the requirements of the SusCity
project. Particularly, there is particular emphasis on the com-
munication devices with the goal of gathering information that
enables the decision-making process of different mechanisms
that guarantee the proper function of the infrastructure. A
complete version of the ontology discussed in this section is
available online [16].

The IoT infrastructure is represented by an entity
(IoT _Infrastructure) that includes different elements attached
to it. After evaluating the interests and needs of the SusCity
project, four additional entities were identified (Device, Link,
Interface, and Metric). Two additional classes (Action and
Location) were added to simplify the modeling of some
required information that is going to be detailed later in the
paper.

The main class hierarchy is shown in Figure 1. Several
facts are of interest at this point; for instance, the support
for both wired (e.g. xDSL, Fiber, Ethernet) and wireless
(e.g. Bluetooth, Cellular, NFC, WiFi, WiMAX, RFID, Zig-
Bee) communication interfaces and links, the wide variety
of heterogeneous devices included in the infrastructure (e.g.
Communication, Location, Multimedia, Transducer), and also
the inclusion of both devices and link metrics that will enable
the monitoring of the network status.

Once the class hierarchy is described, it is important to
detail the classes in the ontology further. Since the main
goal of this work is to design and implement mechanisms
to manage and optimize the function of the communication
infrastructure, this becomes the main component of the
developed ontology. The description of the IoT Infrastructure
class is provided below.

IoT_Infrastructure C Thing

IoT_Infrastructure C 3 isComposedBy Interface
IoT_Infrastructure C 3 isComposedBy Metric
[oT_Infrastructure C 3 isComposedBy Device
IoT_Infrastructure C 3 isComposedBy Link
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Fig. 1: Class Hierarchy

The composition of the 10T infrastructure is also depicted
in Figure 2. Figure 2-a shows how the IoT infrastructure is
composed of devices and the communication interfaces and
links that they use to exchange information. Additionally, it
is of particular interest to store some metrics related to the
devices (e.g. Continuity, Downtime, and Packet Loss) and
links (e.g. Jitter, Latency) that can be useful for the different
management and monitoring mechanisms that are going to be
implemented.

On the other side, on Figure 2-b is presented the reversed
relationship, or Object Property, that indicates that the devices,
interfaces, links, and metrics belongs to the 10T infrastructure.

For the SusCity project, different devices are considered
to take part of the IoT infrastructure, and are grouped in
the Device class, that is described below. It is important to
mention that the classes Device, Metric, Interface, and Link
are pairwise disjoint.

Device C Thing

Device C — Metric

Device C — Interface

Device C — Link

Device C = belongsTo IoT_Infrastructure
Device C 3 hasDeviceMetric Device_Metric
Device C = isBackupOf Device

Device C 3 isPrimaryOf Device
Device C 3 hasInterface Interface

For the Device entity, it was particularly important to take
into consideration the use of a primary and backup device,
that would enable the use of self-healing mechanisms. This
was modeled as depicted on Figure 3, with the functional
object property isBackupOf and its inverse functional object
property isPrimaryOf, both characterizing that some devices
are primaries and some are backups for the aforementioned
primary devices.

isPrimaryOf

isBackupOf

Fig. 3: Device entity model

This will allow instantiating a different backup device in
case of a fault in the primary one, whether accidental of
provoked. Additionally, the isBackupOf property is irreflexive,
to avoid that a Device becomes backup of itself, rendering to
a wrongful solution. The same approach was used for the Link
class, using the concept of primary and backup links.

The collection of data gathered by the sensors could be
automatized or through the use of Data Loggers. In the
case of the automatized data collection, it is important to
include in the model how the devices communicate. The
communication interfaces could be wired or wireless. The
description of the Interface class is provided here.

Interface C Thing
Interface C = belongsTo loT_Infrastructure
Interface T = isAttachedTo Device
Interface T = uses Link

Another important issue is keeping track of the actual phys-
ical location of the devices. This was modeled with the entity
Location that has the Data Properties: Latitude, Longitude,
and Elevation. This relationship, depicted in Figure 4, allows
to identify the physical location of the device which will ease
the recovery process in case of a failure. A location can host
some devices (hostsDevice), and a device is located at exactly
one physical location (hasLocation). Additionally, some Data
Properties were also used to model the IoT infrastructure.
Table I shows a list summarizing some of the Data Properties
and their description is provided.

hasLocation

DEVICE LOCATION

hostsDevice

Fig. 4: Device - Location relationship

The final ontology, developed using Protégé [17], was
consulted with different members from the SusCity project to
verify that it included all the required elements to model the
IoT infrastructure to properly use it in the various mechanisms
that are going to manage the network. Further validation was
carried out and is discussed in the next section.
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Fig. 2: 1oT Infrastructure entity and its Relationships

TABLE I: Data Properties for the SusCity IoT Ontology

‘ ‘ Description

Entity H Data Property
hasldentifier Integer representing an unique identifier
hasFirmwareName String describing the name of the firmware
hasFirmware Version String describing the version of the firmware

Device hasRole String indicating if the device is primary or backup
hasStatus String indicating if the device status, e.g. up, down
hasMode String describing the device mode, e.g. power safe
hasMeasurementFrequency Float indicating the time between each capture interval

Link hasCapacity Float indicating the link capacity in Mbps
hasPhyTechnology String describing the link technology, e.g. fibre, satellite

Metric hasValue Float containing the value of the metric measured
hasElevation Float indicating the elevation in meters of the location

Location hasLatitude Float indicating the latitude of the location
hasLongitude Float indicating the longitude of the location
hasNumberOfAntennas In_teger lr}dlcatlng the amount of antennas for a

Interface wireless interface
hasPhyAddress HexBinary depicting the physical address of the interface

IV. EVALUATING THE ONTOLOGY

To corroborate the correctness of the ontology, a valida-
tion against consistency issues was performed using HermiT
1.3.8.3 [18]. The results obtained showed that the ontology has
no consistency issues. Furthermore, DL expressivity metrics
were also calculated using Protégé [17], obtaining SHIQ(D).
The expressivity evaluation allows obtaining an upper bound
on the performance of querying the ontology once it is fully
populated. Some restrictions modeled (e.g. inverse object prop-
erties) will enable faster response times while querying. The
ontology was also evaluated by performing a set of queries.
The results are discussed in this section.

A. Querying the Ontology

The ontology was populated with the description of the
devices being used in the SusCity project (e.g. smartmeters,

sensors) and the communication links that connect them. With
this information, some sample queries were designed to verify
if the results match the expected values, thus validating the
ontology. Since the goal is to use this ontology with different
network, service, and application managing mechanisms that
are currently under design and development, some possible
scenarios were used focused on the resilience of the infras-
tructure and the latency of the communication network, which
are two of the key features to optimize in the network. The
scenario used in the tests is described in Figure 5.

The scenario is divided into four zones (Zone O to Zone
3) interconnected. Zone 0 has one smartmeter (SMO) with
redundant links (LO, L1) connected to two different routers
(RO, R1). Zone 1 has two smartmeters (SM5, SM6) connected
to RO and R1 via L4 and L5 respectively. Similarly, Zone 2
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Fig. 5: Testbed used for Validation

has four smartmeters (SM1 to SM4) connected through L2
and L3; and finally, Zone 3 has two access points (AP0, AP1),
where APO has redundant links to RO (L6) and R1 (L7) and
also is connected to eight CO2 sensors (SO to S7), and AP1
is connected via L8.

To improve resilience, one common approach is using
backup devices that are instantiated once the primary device is
down in order to increase the availability. In the test scenario
described in Figure 5 some devices were configured as primary
while some others were identified as a backup. Additionally,
information about the status of the devices (e.g. Up, Down,
Rebooting) is also stored.

The first test consisted on querying the ontology to find out
which devices are down. The following query provided this
information, and the results were as expected according to
the information used to populate the ontology. This example
allows affirming that this type of queries can be used to build
intelligent IoT infrastructure management services, in this
case, aimed at the improvement of the resilience.

SELECT ?device

WHERE {

?device hasStatus ? status
FILTER (?status="DOWN”)

}

This query effectively listed all the devices with status
“Down”. This information is extremely helpful for a
mechanism aimed at improving resilience since it clearly
identifies the devices that need to be replaced. As stated
before, a common technique is to upgrade a backup device
to a primary status, thus recovering the failure. To test this, a
second query was designed, with the objective of listing the
backup devices associated with the primary devices with a
current status “Down”. The status of the backup device was
also provided by the query, which is shown below.

SELECT ?devbac

WHERE {

?devbac isBackupOfDevice ?devpri .
?devpri hasStatus ? statusp

?devbac hasStatus ? statusb
FILTER (?status="DOWN”)

}

For this query, devpri refers to the primary device and
devbac to the backup device. Similarly, statusp and statusb
refer to the status of the primary and backup devices respec-
tively. Once again, this type of queries could be used on smart
management services for the ICT in the IoT.

To further evaluate the ontology other queries were de-
signed, this time with a different management objective in
mind. For the following queries, a mechanism to improve the
network latency was used as a possible example to test the
ontology.

In the scenario designed, the communication links are
modeled as well as some metrics of interest such as the jitter.
It could be useful to compare the jitter from different links
and use this information for instance in a routing mechanism,
giving higher priority to links with lower jitter to select these
links for the routes. The next query lists the links ranked by
the jitter in an ascendant order.

SELECT ?ink ?metric ? jitter
WHERE {

?link hasLinkMetric ?metric .
?metric sus:hasValue ? jitter
ORDER BY (%itter)

}

Using the same concept applied to the devices, the links
were also modeled as primary and backup. The following
query was used to list the backup links whose jitter was
smaller than the jitter of its primary correspondent link. This
information could be used to update routes and eventually
improve the service for final users.

SELECT inkp ?jitterp ?linkb ? jitterb
WHERE {

?linkb isBackupOfLink ?linkp .

?linkb hasLinkMetric ?metricb .
?linkp hasLinkMetric ?metricp .
?Imetricb hasValue ? jitterb

?Imetricp hasValue ? jitterp

FILTER (?jitterb < ? jitterp )

}

For this query, linkp and linkb refer to the primary and
backup links respectively, metricp and metrichb indicate the
metric associated to the primary and backup links, and analo-
gously jitterp and jitterb specify the jitter for their correspond-
ing links.

Results for all the queries described in this section returned
the expected information according to the data that was used



to populate the ontology. These results confirm the possibility
to use this ontology as input for intelligent management web
services, e.g. with a workflow of interaction with the user,
where user’s queries are translated into SPARQL queries on
demand.

V. CONCLUSIONS AND FUTURE WORK

This paper presents an ontology for a Smart City scenario,
tailored to the needs of the SusCity project. The ontology
comprises as main classes the IoT infrastructure, its devices,
communication interfaces and links, and the performance met-
rics related to them. This information will ease the managing
of the infrastructure in order to guarantee its proper work
for user services and applications. The ontology was success-
fully validated with different procedures, including consistency
evaluation and also queries to corroborate its correctness.

It is important to mention that although the proposed
ontology was designed for the requirements of the SusCity
project, it can easily be adapted to other Smart City scenarios
since it includes all the main classes involved in a Smart
City infrastructure (e.g. sensors, actuators, multimedia device,
communication device). For each implementation, it would
only be necessary to adjust the population of the ontology
in order to comply the different scenarios. This means that
the ontology presented in this research could be used in any
Smart City scenario just adding the particular description of
the given devices related to the specific environment.

For future work, an entire population of the ontology is
required. Moreover, it is planned to use this ontology to
share information about the status of the infrastructure and
its components among the different managing mechanisms for
the infrastructure. Finally, it is important to have an automatic
mechanism to keep the ontology up-to-date. This will require,
for instance, online acquisition of the data describing new
devices that are to be dynamically added to the IoT Infras-
tructure, transforming those descriptions into the ontology’s
format and enriching the ontology with the new information.
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