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#### Abstract

The area method for Euclidean constructive geometry was proposed by Chou et al. in early 1990's. The method produces human-readable proofs and can efficiently prove many nontrivial theorems. It can be considered as one of the most interesting and most successful methods in geometry theorem proving and probably the most successful in the domain of automated production of readable proofs.

In this research report, we focus on the rigorous proofs of all the lemmas of the area method. This text is meant as a support text for the article, The Area Method: a Recapitulation, by Predrag Janičić, Julien Narboux and Pedro Quaresma, submitted for publication in the Journal of Automated Reasoning, in October 2009.


## Chapter 1

## Introduction

There are two major families of methods in automated reasoning in geometry: algebraic style and synthetic style methods.

Algebraic style has its roots in the work of Descartes and in the translation of geometry problems to algebraic problems. The automation of the proving process along this line began with the quantifier elimination method of Tarski [21] and since then had many improvements [8]. The characteristic set method, also known as Wu's method [24, 2], the elimination method [23], the Gröbner basis method [15, 16], and the Clifford algebra approach [17] are examples of practical methods based on the algebraic approach. All these methods have in common an algebraic style, unrelated to traditional, synthetic geometry methods, and they do not provide human-readable proofs. Namely, they deal with polynomials that are often extremely complex for a human to understand, and also with no direct link to the geometrical contents.

The second approach to the automated theorem proving in geometry focuses on synthetic proofs, with an attempt to automate the traditional proving methods. Many of these methods add auxiliary elements to the geometric configuration considered, so that a certain postulates could apply. This usually leads to a combinatorial explosion of the search space. The challenge is to control the combinatorial explosion and to develop suitable heuristics in order to avoid unnecessary construction steps. Examples of synthetic proof methods include approaches by Gelertner [10], Nevis [19], Elcock [9], Greeno et al. [11], Coelho and Pereira [7], Chou, Gao, and Zhang [3, 6].

In this paper we focus on the area method, an efficient semi-algebraic method for a fragment of Euclidean geometry, developed by Chou, Gao, and Zhang [3, 4, 5]. This method enables implementing efficient provers capable of generating human readable proofs. These proofs often differ from the traditional, Hilbert-style, synthetic proofs, but still they are often concise, consisting of steps that are directly related to the geometrical contents involved and hence can be easily understood by a mathematician.

The main idea of the area method is to express the hypotheses of a theorem using a set of starting ("free") points and a set of constructive statements each of them introducing a new point, and to express the conclusion by an equality between polynomials in some geometric quantities (without considering Cartesian coordinates). The proof is developed by eliminating, in reverse order, the points introduced before, using for that purpose a set of appropriate lemmas. After eliminating all the introduced points, the conclusion of the theorem collapses to an equation between two rational expressions involving only free points. This equation can
be further simplified to involve only independent variables. If the expressions on the two sides are equal, the statement is valid, otherwise it is invalid. All proof steps generated by the area method are expressed in terms of applications of high-level geometry lemmas and expression simplifications.

Although the basic idea of the method is simple, implementing it is a very challenging task because of a number of details that has to be dealt with. To our knowledge, apart from the original implementation by the authors who first proposed the area method, there are only three implementations more. These three implementations were made independently and in different contexts:

- within a tool for storing and exploring mathematical knowledge (Theorema [1]) — implemented by Judite Robu [20].
- within a generic proof assistant (Coq [22]) — implemented by Julien Narboux [18];
- within a dynamic geometry tool (GCLC [12]) — implemented by Predrag Janičić and Pedro Quaresma [14];

The implementations of the method can efficiently find proofs of a range of non-trivial theorems, including theorems due to Ceva, Menelaus, Gauss, Pappus, and Thales.

In this research report, we focus on the rigorous proofs of all the lemmas of the area method. This is meant as a support text for the article, The Area Method Revisited, by Predrag Janičić, Julien Narboux and Pedro Quaresma [13].

In the rest of the research report, we will use capital letters to denote points in the plane. We denote by $\overline{A B}$ the length of the oriented segment from $A$ to $B$ and we denote by $\triangle A B C$ the triangle with vertices $A, B$, and $C$.

Overview of the Research Report The research report is organized as follows: After this introduction, we proceed, in Section 2, explaining the area method in detail, presenting the rigorous proofs of all its lemmas.

## Chapter 2

## A Description of the Area Method

The geometrical quantities used within the area method can be defined in Hilbert style geometry, but they also require axioms of the theory of real numbers.

The notion of the ratio of directed parallel segments relies on the notion of orientation of segments, (it holds that $\overline{A B}=-\overline{B A}$ ). The ratio of two directed segments is considered only if they belong to two parallel lines.

DEFINITION 1: (Ratio of directed parallel segments) For four collinear points $P, Q, A$, and $B$, such that $A \neq B$, the ratio of directed parallel segments, denoted $\overline{\overline{P Q}}$ is a real number. If $C$ and $D$ are points such that $A B C D$ is a parallelogram and $P, Q$ are on the line $C D$, then

$$
\frac{\overline{P Q}}{\overline{A B}}=\frac{\overline{P Q}}{\overline{D C}}
$$

The notion of signed areas relies on the notion of orientation of triangles.
DEFINITION 2: (Signed Area) The signed area of triangle $A B C$, denoted $S_{A B C}$, is the area of the triangle with a sign depending on its orientation in the plane: if it is positive, then $S_{A B C}$ is positive, otherwise it is negative.

The Pythagoras difference is a generalization of the Pythagoras equality regarding the three sides of a right triangle, to an expression applicable to any triangle.

DEFINITION 3: (Pythagoras difference) For three points $A, B$, and $C$, the Pythagoras difference, denoted $\mathcal{P}_{A B C}$, is defined in the following way:

$$
\mathcal{P}_{A B C}=\overline{A B}^{2}+\overline{C B}^{2}-\overline{A C}^{2}
$$

In addition to this basic definitions, there are some others that should be introduced.
DEFINITION 4: The signed area of a quadrilateral $A B C D$ is defined as $\mathcal{S}_{A B C D}=\mathcal{S}_{A B C}+$ $\mathcal{S}_{A C D}$.

Note that, more generally, we can define the signed area of an oriented $n$-polygon $A_{1} A_{2} \ldots A_{n}$,
( $n \geq 3$ ) to be:

$$
\mathcal{S}_{A_{1} A_{2} \ldots A_{n}}=\sum_{i=3}^{n} \mathcal{S}_{A_{1} A_{i-1} A_{i}} .
$$

DEFINITION 5: For a quadrilateral $A B C D, \mathcal{P}_{A B C D}$, is defined as follows:

$$
\mathcal{P}_{A B C D}=\mathcal{P}_{A B D}-\mathcal{P}_{C B D}=\overline{A B}^{2}+\overline{C D}^{2}-\overline{B C}^{2}-\overline{D A}^{2} .
$$

### 2.1 Geometric Constructions

The area method is used for proving constructive geometric conjectures: statements about properties of objects constructed by some fixed set of elementary constructions. In this section we first describe the set of available construction steps and then the set of conjectures that can be expressed.

All constructions supported by the area method are expressed in terms of the involved points. Therefore, only lines and circles determined by specific points can be used (rather then arbitrarily chosen lines and circles). Then, the key constructions steps are those introducing new points. For a construction steps to be well-defined, certain conditions may be required. These conditions are called non-degeneracy condition (ndg-conditions). The degree of freedom tells us if a point is free (degree bigger than 0 ), or not.

In the following text, we will denote by (Line U V ) a line such that the points $U$ and $V$ belong to it and we will denote by (Cir O U ) a circle such that its center is point O and such that the point U belongs to it.

Given below is the list of elementary constructions in the area methods, along with the corresponding ndg-conditions and the degrees of freedom of the constructed points.

ECS1 construction of an arbitrary point U; we denote this construction step by (Point U). ndg-condition: -
degree of freedom for $\mathrm{U}: 2$
ECS2 construction of a point Y such that it is the intersection of two lines (Line U V) and (Line P Q); we denote this construction step by (Inter Y (Line U V) (Line P Q)) ndg-condition: $U V \nVdash P Q ; U \neq V ; P \neq Q$.
degree of freedom for $\mathrm{Y}: 0$
ECS3 construction of a point $Y$ such that it is a foot from a given point $P$ to (Line $U$ V); we denote this construction step by (Foot Y P (Line U V)). ndg-condition: $U \neq V$
degree of freedom for Y : 0
ECS4 construction of a point $Y$ on the line passing through point $W$ and parallel to (LINE U V ), such that $\overline{W Y}=r \overline{U V}$, where $r$ can be a rational number, a rational expression
in geometric quantities, or a variable; we denote this construction step by (Pratio Y W (Line U V) r).
ndg-condition: $U \neq V$; if $r$ is a rational expression in geometric quantities then the denominator of $r$ should not be zero.
degree of freedom for $\mathrm{Y}: 0$, if $r$ is a fixed quantity; 1 , if $r$ is a variable.
ECS5 construction of a point $Y$ on the line passing through point $U$ and perpendicular to (Line U V), such that $r=\frac{4 \mathcal{S}_{U V Y}}{\mathcal{P}_{U V U}}$, where $r$ can be a rational number, a rational expression in geometric quantities, or a variable; we denote this construction step by (Tratio Y (Line U V) r).
ndg-condition: $U \neq V$; if $r$ is a rational expression in geometric quantities then the denominator of $r$ should not be zero.
degree of freedom for $\mathrm{Y}: 0$, if $r$ is a fixed quantity; 1 , if $r$ is a variable.
The above set of constructions is sufficient for expressing many constructions based on ruler and compass, but not all of them. For instance, an arbitrary line cannot be constructed by the above construction steps. Still, we can construct two arbitrary points and then implicitly the line going through these points.

### 2.1.1 Constructive Geometric Statements

In the area method, geometric statement have a specific form.
DEFINITION 6: (Constructive Geometric Statement) A constructive geometric statement, is a list $S=\left(C_{1}, C_{2}, \ldots, C_{n}, G\right)$ where $C_{i}$, for $1 \leq i \leq n$, are elementary construction steps, and the conclusion of the statement, $G$, is of the form $E_{1}=E_{2}$, where $E_{1}$ and $E_{2}$ are polynomials in geometric quantities of the points introduced by the steps $C_{i}$.

We denote the class of all constructive geometric statement by $\mathbf{C}$.
For a statement $S=\left(C_{1}, C_{2}, \ldots, C_{n},\left(E_{1}=E_{2}\right)\right)$ from $\mathbf{C}$, the ndg-condition is the set of ndg-conditions of the steps $C_{i}$ plus the condition that the denominators of the length ratios in $E_{1}$ and $E_{2}$ are not equal to zero.

Note that the area method cannot deal with inequalities in its conclusion statement, $G$.

### 2.2 Properties of Geometric Quantities \& Elimination Lemmas

We present here the properties of geometric quantities, required by the area method. We follow the material from [3, 4, 5, 25], but in a reorganized, more methodological form.

## Properties of the Ratio of Directed Parallel Segments

For any points $A, B, P$, and $Q$ we have the following properties.
Lemma 1: $\frac{\overline{P Q}}{A B}=-\frac{\overline{Q P}}{A B}=\frac{\overline{Q P}}{B A}=-\frac{\overline{P Q}}{B A}$.
Lemma 2: $\frac{\overline{P Q}}{A B}=0$ iff $P=Q$.

Lemma 3: $\frac{\overline{P Q}}{\overline{A B}} \frac{\overline{A B}}{\overline{P Q}}=1$.
Lemma 4: $\frac{\overline{A P}}{\overline{A B}}+\frac{\overline{P B}}{\overline{A B}}=1$.
Lemma 5: For any real number there is a unique point $P$ which is collinear with $A$ and $B$, and satisfies $\frac{\overline{A P}}{\overline{A B}}=r$.

Lemma 6: If points $C$ and $D$ are on line $A B, A \neq B$ and $P$ is any point not on line $A B$ then, $\frac{\mathcal{S}_{P C D}}{\mathcal{S}_{P A B}}=\frac{\overline{C D}}{\overline{A B}}$.
Lemma 7: (EL1) (The Co-side Theorem) Let $M$ be the intersection of two non-parallel lines $A B$ and $P Q$ and $Q \neq M$. Then it holds that $\overline{\overline{P M}}=\frac{\mathcal{S}_{P A B}}{\mathcal{S}_{Q A B}} ; \frac{\overline{P M}}{\overline{P Q}}=\frac{\mathcal{S}_{P A B}}{\mathcal{S}_{P A Q B}} ; \frac{\overline{Q M}}{\overline{P Q}}=\frac{\mathcal{S}_{Q A B}}{\mathcal{S}_{P A Q B}}$.

Since $\mathcal{S}_{P A B}$ and $\mathcal{S}_{Q A B}$ cannot both be zero, we always assume that the nonzero one is the denominator. Also note that $\overline{P Q} \neq 0$ since $A B \nVdash P Q$.

The lemma EL1 is the first of a set of important lemmas for the area method, called elimination lemmas (EL). The proofs of any conjecture in $\mathbf{C}$ will be based in this lemmas. Notice that the point $M$, which was introduced by a given construction, can be eliminated by the substitution from the ratio of directed parallel segments by a ratio of two signed areas, not involving $M$.

## Properties of the Signed Area

For any points $A, B, C$ and $D$, we have the following properties.

Lemma 8: $\mathcal{S}_{A B C}=\mathcal{S}_{C A B}=\mathcal{S}_{B C A}=-\mathcal{S}_{A C B}=-\mathcal{S}_{B A C}=-\mathcal{S}_{C B A}$.
Lemma 9: $\mathcal{S}_{A B C}=0$ iff $A, B$, and $C$ are collinear.
Lemma 10: $\mathcal{S}_{A B C}=\mathcal{S}_{A B D}+\mathcal{S}_{A D C}+\mathcal{S}_{D B C}$.
Lemma 11: $P Q \| A B$ iff $\mathcal{S}_{P A B}=\mathcal{S}_{Q A B}$, i.e., iff $\mathcal{S}_{P A Q B}=0$.
Lemma 12: $\mathcal{S}_{A B C D}=\mathcal{S}_{A B D}+\mathcal{S}_{B C D}$.
Lemma 13: $\mathcal{S}_{A B C D}=\mathcal{S}_{B C D A}=\mathcal{S}_{C D A B}=\mathcal{S}_{D A B C}=-\mathcal{S}_{A D C B}=-\mathcal{S}_{D C B A}=-\mathcal{S}_{C B A D}=$ $-\mathcal{S}_{B A D C}$.

Lemma 14: Let $A B C D$ be a parallelogram and $P$ be an arbitrary point. Then it holds that $\mathcal{S}_{A B C}=\mathcal{S}_{P A B}+\mathcal{S}_{P C D}, \mathcal{S}_{P A B}=\mathcal{S}_{P D A C}=\mathcal{S}_{P D B C}$, and $\mathcal{S}_{P A B}=\mathcal{S}_{P C D}-\mathcal{S}_{A C D}=$ $\mathcal{S}_{P D A C}$.

Lemma 15: Let $A B C D$ be a parallelogram, $P$ and $Q$ be two arbitrary points. Then it holds that $\mathcal{S}_{A P Q}+\mathcal{S}_{C P Q}=\mathcal{S}_{B P Q}+\mathcal{S}_{D P Q}$ or $\mathcal{S}_{P A Q B}=\mathcal{S}_{P D Q C}$.

Lemma 16: Let $R$ be a point on the line $P Q$. Then for any two points $A$ and $B$ it holds that $\mathcal{S}_{R A B}=\frac{\overline{P R}}{\overline{P Q}} \mathcal{S}_{Q A B}+\frac{\overline{R Q}}{\overline{P Q}} \mathcal{S}_{P A B}$.

## Properties of the Pythagoras Difference

For any points $A, B, C$ and $D$ we have the following properties.

Lemma 17: $\mathcal{P}_{A A B}=0$.
Lemma 18: $\mathcal{P}_{A B C}=\mathcal{P}_{C B A}$.
Lemma 19: $\mathcal{P}_{A B A}=2 \overline{A B}^{2}$.
Lemma 20: If $A, B$, and $C$ are collinear then, $\mathcal{P}_{A B C}=2 \overline{B A} \overline{B C}$.
Lemma 21: $\mathcal{P}_{A B C D}=-\mathcal{P}_{A D C B}=\mathcal{P}_{B A D C}=-\mathcal{P}_{B C D A}=\mathcal{P}_{C D A B}=-\mathcal{P}_{C B A D}=\mathcal{P}_{D C B A}=$ $-\mathcal{P}_{D A B C}$.

Lemma 22: $A B \perp B C$ iff $\mathcal{P}_{A B C}=0$.
Lemma 23: $A B \perp C D$ iff $\mathcal{P}_{A C D}=\mathcal{P}_{B C D}$ or $\mathcal{P}_{A C B D}=0$.
Lemma 24: Let $D$ be the foot of the perpendicular from a point $P$ to a line $A B$. Then, it holds that

$$
\frac{\overline{A D}}{\overline{D B}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{P B A}}, \quad \frac{\overline{A D}}{\overline{A B}}=\frac{\mathcal{P}_{P A B}}{2 \overline{A B}^{2}}, \quad \frac{\overline{D B}}{\overline{A B}}=\frac{\mathcal{P}_{P B A}}{2 \overline{A B}^{2}}
$$

Lemma 25: Let $A B$ and $P Q$ be two non-perpendicular lines, and $Y$ be the intersection of line $P Q$ and the line passing through $A$ and perpendicular to $A B$. Then, it holds that

$$
\frac{\overline{P Y}}{\overline{Q Y}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{Q A B}}, \quad \frac{\overline{P Y}}{\overline{P Q}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{P A Q B}}, \quad \frac{\overline{Q Y}}{\overline{P Q}}=\frac{\mathcal{P}_{Q A B}}{\mathcal{P}_{P A Q B}}
$$

Lemma 26: Let $R$ be a point on the line $P Q$ such that $r_{1}=\frac{\overline{P R}}{\overline{P Q}}, r_{2}=\frac{\overline{R Q}}{\overline{P Q}}$. Then, for points $A, B$, it holds that

$$
\begin{aligned}
\mathcal{P}_{R A B} & =r_{1} \mathcal{P}_{Q A B}+r_{2} \mathcal{P}_{P A B} \\
\mathcal{P}_{A R B} & =r_{1} \mathcal{P}_{A Q B}+r_{2} \mathcal{P}_{A P B}-r_{1} r_{2} \mathcal{P}_{P Q P}
\end{aligned}
$$

Lemma 27: Let $A B C D$ be a parallelogram. Then for any points $P$ and $Q$, it holds that

$$
\begin{aligned}
& \mathcal{P}_{A P Q}+\mathcal{P}_{C P Q}=\mathcal{P}_{B P Q}+\mathcal{P}_{D P Q} \text { or } \mathcal{P}_{A P B Q}=\mathcal{P}_{D P C Q} \\
& \mathcal{P}_{P A Q}+\mathcal{P}_{P C Q}=\mathcal{P}_{P B Q}+\mathcal{P}_{P D Q}+2 \mathcal{P}_{B A D} .
\end{aligned}
$$

## Elimination Lemmas

Considering the constructions steps we need only to eliminate points introduced by four constructions (ECS2 to ECS5), from three kinds of geometric quantities.

Lemma 28: Let $G(Y)$ be one of the following geometric quantities: $\mathcal{S}_{A B Y}, \mathcal{S}_{A B C Y}, \mathcal{P}_{A B Y}$, or $\mathcal{P}_{A B C Y}$ for distinct points $A, B, C$, and $Y$. For three collinear points $Y, U$, and $V$ it holds

$$
\begin{equation*}
G(Y)=\frac{\overline{U Y}}{\overline{U V}} G(V)+\frac{\overline{Y V}}{\overline{U V}} G(U) \tag{2.1}
\end{equation*}
$$

The above result follows from lemmas 16 and 25 . Note that, given lemmas $8,13,18,21$, all signed areas and Pythagoras differences (not of the form $\mathcal{P}_{A Y B}$ ) involving $Y$ can be reduced to quantities of the form $\mathcal{S}_{A B Y}, \mathcal{S}_{A B C Y}, \mathcal{P}_{A B Y}$, or $\mathcal{P}_{A B C Y}$.

We call $G(Y)$ a linear geometric quantity for the variable $Y$. Elimination procedures for all linear geometric quantities are similar for constructions ECS2 to ECS4.

We now present the set of elimination lemmas that in conjunction with the already presented lemma EL1 are the base for the area method's algorithm.

Lemma 29: (EL2) Let $G(Y)$ be a linear geometric quantity and point $Y$ is introduced by the construction (Pratio Y W (Line U V) r). Then it holds

$$
G(Y)=G(W)+r(G(V)-G(U))
$$

Lemma 30: (EL3) Let $G(Y)$ be a linear geometric quantity and point $Y$ is introduced by the construction (Inter Y (Line U V) (Line P Q). Then it holds

$$
G(Y)=\frac{\mathcal{S}_{U P Q} G(V)-\mathcal{S}_{V P Q} G(U)}{\mathcal{S}_{U P V Q}}
$$

Lemma 31: (EL4) Let $G(Y)$ be a linear geometric quantity $\left(\neq \mathcal{P}_{A Y B}\right)$ and point $Y$ is introduced by the construction (Fоot Y P (Line U V)). Then it holds

$$
G(Y)=\frac{\mathcal{P}_{P U V} G(V)+\mathcal{P}_{P V U} G(U)}{\mathcal{P}_{U V U}}
$$

Lemma 32: (EL5) Let $G(Y)=\mathcal{P}_{A Y B}$ and point $Y$ is introduced by the construction (Foot Y P (Line U V)). Then it holds

$$
G(Y)=\frac{\mathcal{P}_{P U V}}{\mathcal{P}_{U V U}} G(V)+\frac{\mathcal{P}_{P V U}}{\mathcal{P}_{U V U}} G(U)-\frac{\mathcal{P}_{P U V} \times \mathcal{P}_{P V U}}{\mathcal{P}_{U V U}} .
$$

Lemma 33: (EL6) Let $G(Y)=\mathcal{P}_{A Y B}$ and point $Y$ is introduced by the construction (InTER Y (Line U V) (Line P Q)). Then it holds

$$
G(Y)=\frac{\mathcal{S}_{U P Q}}{\mathcal{S}_{U P V Q}} G(V)+\frac{\mathcal{S}_{V P Q}}{\mathcal{S}_{U P V Q}} G(U)-\frac{\mathcal{S}_{U P Q} \times \mathcal{S}_{V P Q} \times \mathcal{P}_{U V U}}{\mathcal{S}_{U P V Q}^{2}}
$$

Lemma 34: (EL7) Let point $Y$ be introduced by (Pratio Y W (Line U V) r). Then it holds:

$$
\mathcal{P}_{A Y B}=\mathcal{P}_{A W B}+r\left(\mathcal{P}_{A V B}-\mathcal{P}_{A U B}+2 \mathcal{P}_{W U V}\right)-r(1-r) \mathcal{P}_{U V U} .
$$

Lemma 35: (EL8) Let point $Y$ be introduced by (Tratio Y (Line P Q) r). Then it holds:

$$
\mathcal{S}_{A B Y}=\mathcal{S}_{A B P}-\frac{r}{4} \mathcal{P}_{P A Q B}
$$

Lemma 36: (EL9) Let point $Y$ be introduced by (Tratio Y (Line P Q) r). Then it holds:

$$
\mathcal{P}_{A B Y}=\mathcal{P}_{A B P}-4 r \mathcal{S}_{P A Q B} .
$$

Lemma 37: (EL10) Let point $Y$ be introduced by (Tratio Y (Line P Q) r). Then it holds

$$
\mathcal{P}_{A Y B}=\mathcal{P}_{A P B}+r^{2} \mathcal{P}_{P Q P}-4 r\left(\mathcal{S}_{A P Q}+\mathcal{S}_{B P Q}\right) .
$$

Now we consider how to eliminate points from the ratio of directed parallel segments.

Lemma 38: (EL11) Let $Y$ be introduced by (Inter Y (Line U V) (Line P Q)). Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\mathcal{S}_{A P Q}}{\mathcal{S}_{P D D}} & \text { if } A \text { is on } U V \\ \frac{\mathcal{S}_{A U V}}{\mathcal{S}_{C U D V}} & \text { otherwise }\end{cases}
$$

Lemma 39: (EL12) Let $Y$ be introduced by (Foot Y P (Line U V)). We assume $D \neq U$; otherwise interchange $U$ and $V$. Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\mathcal{P}_{P C A D}}{P_{C D C}} & \text { if } A \text { is on } U V \\ \frac{S_{A U V}}{\mathcal{S}_{C U D V}} & \text { otherwise }\end{cases}
$$

Lemma 40: (EL13) Let $Y$ be introduced by (Pratio Y R (Line P Q) r). Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\frac{\overline{A R}}{}}{\frac{A_{Q}}{P Q}} & \text { if } A \text { is on } R Y \\ \frac{\mathcal{S}_{A P R Q}}{\mathcal{S}_{C P D Q}} & \text { otherwise }\end{cases}
$$

Lemma 41: (EL14) Let $Y$ be introduced by (Tratio $Y$ (Line P Q) r). Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\mathcal{S}_{A P Q}-\frac{r}{4} \mathcal{P}_{P Q P}}{S_{C P D Q}} & \text { if } A \text { is on } P Y \\ \frac{\mathcal{P}_{A P Q}}{\mathcal{P}_{C P D Q}} & \text { otherwise }\end{cases}
$$

The information on the elimination lemmas is summarized on table 2.1.

|  |  | Geometric Quantities |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathcal{P}_{\text {AY }}$ | $\mathcal{P}_{\text {ABY }} \quad \mathcal{P}_{A B C Y}$ | $\mathcal{S}_{A B Y} \quad \mathcal{S}_{A B C Y}$ | $\frac{\overline{A Y}}{\overline{C D}}$ | $\frac{\overline{A Y}}{\overline{B Y}}$ |
| $\stackrel{8}{8}$ | ECS2 | EL5 | EL3 |  | EL11 | EL1 |
| \% | ECS3 | EL6 | EL4 |  | EL12 |  |
| \% | ECS4 | EL7 | EL2 |  | EL13 |  |
| $\bigcirc$ | ECS5 | EL10 | EL9 | EL8 | EL14 |  |
| Elimination Lemmas |  |  |  |  |  |  |

Table 2.1: Elimination Lemmas

## Free Points and Area Coordinates

The elementary construction step ECS1 introduces arbitrary points on the geometric construction, these points are the free points on which all other objects are based. For a geometric statement $S=\left(C_{1}, C_{2}, \ldots, C_{m},\left(E_{1}=E_{2}\right)\right)$, after eliminating all the non-free points introduced by $C_{i}$ from $E_{1}$ and $E_{2}$ using the lemmas of the preceding subsections, we obtain two rational expressions $E_{1}^{\prime}$ and $E_{2}^{\prime}$ in signed areas and Pythagoras differences of free points, and numerical constants.

Most often this simply lead to equations that are trivially true. However, if the remaining geometric quantities are, in a generic case, not independent, e.g. for any four points $A, B, C$, and $D$ we have

$$
\mathcal{S}_{A B C}=\mathcal{S}_{A B D}+\mathcal{S}_{A D C}+\mathcal{S}_{D B C}
$$

We thus need to reduce $E_{1}^{\prime}$ and $E_{2}^{\prime}$ to expressions in independent variables. To do that, we sometimes need to use area coordinates.

DEFINITION 7: Let $A, O, U$, and $V$ be four points such that $O, U$, and $V$ are not collinear. The area coordinates of $A$ with respect to $O U V$ are

$$
x_{A}=\frac{\mathcal{S}_{O U A}}{\mathcal{S}_{O U V}}, \quad y_{A}=\frac{\mathcal{S}_{O A V}}{\mathcal{S}_{O U V}}, \quad z_{A}=\frac{\mathcal{S}_{A U V}}{\mathcal{S}_{O U V}} .
$$

It is clear that $x_{A}+y_{A}+z_{A}=1$.
It is clear that the points in the plane are in a one to one correspondence with their area coordinates. To represent $E_{1}$ and $E_{2}$ as expressions in independent variables, we first introduce three new points $O, U$, and $V$, such that, $U O \perp O V$, and $\frac{\overline{O U}}{O V}=1$. We will reduce $E_{1}$ and $E_{2}$ to expressions in the area coordinates of the free points with respect to $O U V$.

For any free points $A, B$, and $C$, the following lemmas hold.
Lemma 42: $\mathcal{S}_{A B C}=\frac{\left(\mathcal{S}_{O V B}-\mathcal{S}_{O V C}\right) \mathcal{S}_{O U A}+\left(\mathcal{S}_{O V C}-\mathcal{S}_{O V A}\right) \mathcal{S}_{O U B}+\left(\mathcal{S}_{O V A}-\mathcal{S}_{O V B}\right) \mathcal{S}_{O U C}}{\mathcal{S}_{O U V}}$.
Lemma 43: $\overline{A B}^{2}=\frac{\overline{O U}^{2}\left(\mathcal{S}_{O V A}-\mathcal{S}_{O V B}\right)^{2}}{S_{O U V}^{2}}+\frac{\overline{O V}^{2}\left(\mathcal{S}_{O U A}-\mathcal{S}_{O U B}\right)^{2}}{S_{O U V}^{2}}$.
Lemma 44: $S_{O U V}^{2}=\frac{\overline{O U}^{2} \times \overline{O V}^{2}}{4}$.
Using lemmas 42 to 44 , expressions $E_{1}$ and $E_{2}$ can be written as expressions in $\overline{O U}, \overline{O V}$, and the area coordinates of the free points. Since the area coordinates of free points are independent, $E_{1}=E_{2}$ iff $E_{1}$ and $E_{2}$ are identical.

### 2.3 Rigorous Proofs

### 2.3.1 Proof of the Properties of the Ratio of Directed Parallel Segments

In the following we will present all the proofs of the lemmas presented above. To a better reading, the statements of the lemmas will be repeated.

We assume $A \neq B$ whenever needed.
Lemma 1: $\frac{\overline{P Q}}{\overline{A B}}=-\frac{\overline{Q P}}{A B}=\frac{\overline{Q P}}{\overline{B A}}=-\frac{\overline{P Q}}{\overline{B A}}$.

Proof of Lemma 1 By definition of length of an oriented segment, we have that $\overline{A B}=-\overline{B A}$, then it holds

$$
\frac{\overline{P Q}}{\overline{A B}}=\frac{-\overline{Q P}}{\overline{A B}}=-\frac{\overline{Q P}}{\overline{A B}}=-\frac{\overline{Q P}}{-\overline{B A}}=\frac{\overline{Q P}}{\overline{B A}}=\frac{-\overline{P Q}}{\overline{B A}}=-\frac{\overline{P Q}}{\overline{B A}} .
$$

Q.E.D.

Lemma 2: $\frac{\overline{P Q}}{\overline{A B}}=0$ iff $P=Q$.

Proof of Lemma 2 By definition of length of a segment we have that $\overline{P Q}=0$ iff $P=Q$, then it holds $\frac{\overline{P Q}}{\overline{A B}}=0$ iff $P=Q$.
Q.E.D.

Lemma 3: $\frac{\overline{P Q}}{\overline{A B}} \frac{\overline{A B}}{\overline{P Q}}=1$.

Proof of Lemma 3 By the definition of ratio of directed segments, and given the fact that we are considering the same segments (without changing orientations), we can consider $\frac{\overline{P Q}}{\overline{A B}}=r$, then it holds $\frac{\overline{P Q}}{\overline{A B}} \frac{\overline{A B}}{\overline{P Q}}=r \cdot \frac{1}{r}=1$.
Q.E.D.

Lemma 4: $\frac{\overline{A P}}{\overline{A B}}+\frac{\overline{P B}}{\overline{A B}}=1$.
Proof of Lemma 4 By the definition of ratio of directed segments, the points $A, B$ and $P$ are collinear.

Then we have, $\overline{A P}+\overline{P B}=\overline{A B}$ and

$$
\frac{\overline{A P}}{\overline{A B}}+\frac{\overline{P B}}{\overline{A B}}=\frac{\overline{A P}+\overline{P B}}{\overline{A B}}=\frac{\overline{A B}}{\overline{A B}}=1
$$

Q.E.D.


Figure 2.1:

Lemma 5: For any real number there is a unique point $P$ which is collinear with $A$ and $B$, and satisfies $\frac{\overline{A P}}{A B}=r$.

Proof of Lemma 5 By the definition of ratio of directed segments, the points $A, B$ and $P$ are collinear, them the conclusion is a direct consequence of the bijection between the set of real numbers and the real line (any straight line).
Q.E.D.

Lemma 6: If points $C$ and $D$ are on line $A B, A \neq B$ and $P$ is any point not on line $A B$ then, $\frac{\mathcal{S}_{P C D}}{\mathcal{S}_{P A B}}=\frac{\overline{C D}}{A B}$.

## Proof of Lemma 6



Figure 2.2: Areas, Ratios relationship
Let $S$ is the point on $A B$ such that $P S$ is perpendicular to $A B$ ( $\overline{P S}$ is the height of both triangles) then it holds

$$
\begin{aligned}
& \left|\mathcal{S}_{P C D}\right|=\frac{\overline{\overline{C C}} \overline{P S}}{2} \text { and }\left|\mathcal{S}_{P A B}\right|=\frac{\overline{A B} \overline{P S}}{2} \text { so } \\
& \qquad \frac{\left|\mathcal{S}_{P C D}\right|}{\left|\mathcal{S}_{P A B}\right|}=\frac{\overline{D C} \overline{P S}}{2} \frac{2}{\overline{A B} \overline{P S}}=\frac{\overline{D C}}{\overline{A B}} .
\end{aligned}
$$

Since $\triangle P C D$ and $\triangle P A B$ have different orientations, and $\overline{C D}$ and $\overline{A B}$ have opposite directions, then

$$
\frac{\mathcal{S}_{P C D}}{-\mathcal{S}_{P A B}}=\frac{-\overline{C D}}{\overline{A B}} .
$$

Q.E.D.

Lemma 7: (EL1) (The Co-side Theorem) Let $M$ be the intersection of two non-parallel lines $A B$ and $P Q$ and $Q \neq M$. Then it holds that $\frac{\overline{P M}}{\overline{Q M}}=\frac{\mathcal{S}_{P A B}}{\mathcal{S}_{Q A B}} ; \frac{\overline{P M}}{\overline{P Q}}=\frac{\mathcal{S}_{P A B}}{\mathcal{S}_{P A Q B}} ; \frac{\overline{Q M}}{\overline{P Q}}=\frac{\mathcal{S}_{Q A B}}{\mathcal{S}_{P A Q B}}$.


Figure 2.3: Co-side Theorem

## Proof of Lemma 7

The figure 2.3 gives several possible cases (in ordered geometries). The proof here presented, which is essentially for unordered geometry, is valid for all cases [25]. For the first formula, take a point $R$ on $A B$ such that $\overline{A B}=\overline{M R}$; them, by lemma 6 , we have $\frac{\mathcal{S}_{P M R}}{\mathcal{S}_{P A B}}=$ $\frac{M R}{A B}=1 \Leftrightarrow \mathcal{S}_{P M R}=\mathcal{S}_{P A B}$, the same applies for the point $Q, \mathcal{S}_{Q M R}=\mathcal{S}_{Q A B}$. So:


Figure 2.4:

$$
\frac{\mathcal{S}_{P A B}}{\mathcal{S}_{Q A B}}=\frac{\mathcal{S}_{P M R}}{\mathcal{S}_{Q M R}}
$$

Now by a direct application of lemma 6 , making $A=Q, B=D=M$, and $C=P$ we have:

$$
\frac{\mathcal{S}_{P M R}}{\mathcal{S}_{Q M R}}=\frac{\mathcal{S}_{R P M}}{\mathcal{S}_{R Q M}}=\frac{\overline{P M}}{\overline{Q M}}
$$

in conclusion

$$
\frac{\mathcal{S}_{P A B}}{\mathcal{S}_{Q A B}}=\frac{\mathcal{S}_{P M R}}{\mathcal{S}_{Q M R}}=\frac{\overline{P M}}{\overline{Q M}}
$$

The others formulas are a consequence of this first one.
Q.E.D.

### 2.3.2 Proofs of the Properties of the Signed Area

Lemma 8: For any points $A, B, C$, and $D$, it holds that $\mathcal{S}_{A B C}=\mathcal{S}_{C A B}=\mathcal{S}_{B C A}=-\mathcal{S}_{A C B}=$ $-\mathcal{S}_{B A C}=-\mathcal{S}_{C B A}$.


Figure 2.5:

Proof of Lemma 8 It is a direct consequence of the definition of signed area. The $\triangle A B C$, $\triangle C A B$ and $\triangle B C A$ all have the same orientation.

The $\triangle A C B, \triangle B A C$ and $\triangle C B A$ have the opposite orientation (from $\triangle A B C$ ).
Q.E.D.

Lemma 9: For any points $A, B, C$, and $D$, it holds that $\mathcal{S}_{A B C}=0$ iff $A, B$, and $C$ are collinear.

## Proof of Lemma 9



Figure 2.6: Lemma 9
$\mathcal{S}_{A B C}=0 \Leftrightarrow\left|\mathcal{S}_{A B C}\right|=0 \Leftrightarrow \frac{b \cdot h}{2}=0 \Leftrightarrow b=0$ or $h=0 \Leftrightarrow A=B$ or $C$ belongs to line $A B \Leftrightarrow A, B, C$ are collinear.
Q.E.D.

Lemma 10: $\mathcal{S}_{A B C}=\mathcal{S}_{A B D}+\mathcal{S}_{A D C}+\mathcal{S}_{D B C}$.

## Proof of Lemma 10



Figure 2.7: Lemma 10
Let $P$ be the intersection of $A C$ and $B D$, let we denote $\mathcal{S}_{A B P}=a, \mathcal{S}_{B C P}=b, \mathcal{S}_{P C D}=c$, and $\mathcal{S}_{P D A}=d$, them we have

$$
\begin{array}{rlrl}
\mathcal{S}_{A B C} & =\mathcal{S}_{A B D}+\mathcal{S}_{A D C}+\mathcal{S}_{D B C} & & \Leftrightarrow \\
a+b & =(a+d)-(d+c)+(c+b) & \Leftrightarrow \\
a+b & =a+d-d-c+c+b & & \Leftrightarrow \\
a+b & =a+b &
\end{array}
$$

Q.E.D.

Lemma 11: $P Q \| A B$ iff $\mathcal{S}_{P A B}=\mathcal{S}_{Q A B}$, i.e., iff $\mathcal{S}_{P A Q B}=0$.

## Proof of Lemma 11



Figure 2.8: Lemma 11
Proof of $P Q \| A B$ iff $\mathcal{S}_{P A B}=\mathcal{S}_{Q A B}$.
We must state that the two triangles, $\triangle P A B$ and $\triangle Q A B$ have the same orientation.
i) $P Q \| A B \Rightarrow \mathcal{S}_{P A B}=\mathcal{S}_{Q A B}$ :

If $P Q \| A B$ then the two triangles $\triangle P A B$ and $\triangle Q A B$ have equal heights $\overline{P H^{\prime}}=\overline{P H^{\prime \prime}}$, given the fact that they also have a common base $(A B)$, then we have $\mathcal{S}_{P A B}=\mathcal{S}_{Q A B}$.
ii) $P Q \| A B \Leftarrow \mathcal{S}_{P A B}=\mathcal{S}_{Q A B}$ :

If $\mathcal{S}_{P A B}=\mathcal{S}_{Q A B}$ we have $\frac{1}{2} \overline{A B} h^{\prime}=\frac{1}{2} \overline{A B} h^{\prime \prime}$, then $h^{\prime}=h^{\prime \prime}$, so the points $P$ and $Q$ are at the same distance from the line $A B$, that is, $P Q \| A B$.

Proof of $P Q \| A B$ iff $\mathcal{S}_{P A Q B}=0$.
i) $P Q \| A B \Rightarrow \mathcal{S}_{P A Q B}=0$ :
$\mathcal{S}_{P A Q B} \stackrel{\text { def }}{=} \mathcal{S}_{P A Q}+\mathcal{S}_{P Q B}$, given the fact that this two triangles have a common base, $P Q$, equal heights, $h^{\prime}=h^{\prime \prime}$, but opposite orientation, we have $\mathcal{S}_{P A Q}+\mathcal{S}_{P Q B}=0$.
ii) $P Q \| A B \Leftarrow \mathcal{S}_{P A Q B}=0$ :
$\mathcal{S}_{P A Q B}=0 \stackrel{\text { def }}{\Leftrightarrow} \mathcal{S}_{P A Q}+\mathcal{S}_{P Q B}=0 \Leftrightarrow \mathcal{S}_{P A Q}=-\mathcal{S}_{P Q B} \stackrel{\text { lemma }}{\Leftrightarrow}{ }^{8} \mathcal{S}_{P Q A}=\mathcal{S}_{P Q B} \stackrel{\text { def }}{\Leftrightarrow} \frac{1}{2} \overline{P Q} h^{\prime}=$ $\frac{1}{2} \overline{P Q} h^{\prime \prime} \Rightarrow P Q \| A B$.
Q.E.D.

Lemma 12: $\mathcal{S}_{A B C D}=\mathcal{S}_{A B D}+\mathcal{S}_{B C D}$.

## Proof of Lemma 12

Let $P$ be the intersection of $A C$ and $B D$, let we denote $\mathcal{S}_{A B P}=a, \mathcal{S}_{B C P}=b, \mathcal{S}_{P C D}=c$, and $\mathcal{S}_{P D A}=d$, them by lemmas 8 and 10 we have:

$$
\begin{aligned}
\mathcal{S}_{A B C}+\mathcal{S}_{A C D} & =(a+b+c+d-a-d)+(a+b+c+d-b-c) \\
& =(a+d+b+c-d-c)+(a+d+b+c-a-b) \\
& =\mathcal{S}_{A B D}+\mathcal{S}_{B C D}
\end{aligned}
$$



Figure 2.9: Lemma 12
Q.E.D.

Lemma 13: $\mathcal{S}_{A B C D}=\mathcal{S}_{B C D A}=\mathcal{S}_{C D A B}=\mathcal{S}_{D A B C}=-\mathcal{S}_{A D C B}=-\mathcal{S}_{D C B A}=-\mathcal{S}_{C B A D}=$ $-\mathcal{S}_{\text {BADC }}$.

Proof of Lemma 13 This is a direct consequence of definition 4 and lemma 8.
Q.E.D.

Lemma 14: Let $A B C D$ be a parallelogram and $P$ be an arbitrary point. Then it holds that $\mathcal{S}_{A B C}=\mathcal{S}_{P A B}+\mathcal{S}_{P C D}, \mathcal{S}_{P A B}=\mathcal{S}_{P D A C}=\mathcal{S}_{P D B C}$, and $\mathcal{S}_{P A B}=\mathcal{S}_{P C D}-\mathcal{S}_{A C D}=$ $\mathcal{S}_{\text {PDAC }}$.

## Proof of Lemma 14



Figure 2.10: Lemma 14
Let $S$ is a point on $B C$ such that $P S$ is parallel to $C D$. By lemma 11, it holds that $A D\left\|B C \Leftrightarrow \mathcal{S}_{A B C}=\mathcal{S}_{D B C}, P S\right\| C D \Leftrightarrow \mathcal{S}_{P D C}=\mathcal{S}_{S D C} \Leftrightarrow \mathcal{S}_{P C D}=-\mathcal{S}_{D C S}$, and $P S \|$ $A B \Leftrightarrow \mathcal{S}_{P A B}=\mathcal{S}_{S A B}, A D \| B S \Leftrightarrow \mathcal{S}_{A B S}=\mathcal{S}_{D B S} \Leftrightarrow \mathcal{S}_{P A B}=\mathcal{S}_{S A B}=\mathcal{S}_{A B S}=\mathcal{S}_{D B S} \Leftrightarrow$ $\mathcal{S}_{P A B}=\mathcal{S}_{D B S}$. Therefore, $\mathcal{S}_{P A B}+\mathcal{S}_{P D C}=\mathcal{S}_{D B S}-\mathcal{S}_{D C S}$. This proves the first formula. The second formula is a consequence of the first one.
Q.E.D.

Lemma 15: Let $A B C D$ be a parallelogram, $P$ and $Q$ be two arbitrary points. Then it holds that $\mathcal{S}_{A P Q}+\mathcal{S}_{C P Q}=\mathcal{S}_{B P Q}+\mathcal{S}_{D P Q}$ or $\mathcal{S}_{P A Q B}=\mathcal{S}_{P D Q C}$.

## Proof of Lemma 15



Figure 2.11:

Notice that $\triangle A P Q$ and $\triangle B P Q$ have the same orientation, different from the orientation of $\triangle C P Q$ and $\triangle D P Q$. Let $O$ be the intersection of $A C$ and $B D$. Since $O$ is the midpoint of $A C$, by lemma $16, \mathcal{S}_{A P Q}+\mathcal{S}_{C P Q}=2 \mathcal{S}_{O P Q}$. For the same reason, $\mathcal{S}_{B P Q}+\mathcal{S}_{D P Q}=2 \mathcal{S}_{O P Q}$. We have proved the first formula, the second formula is just another form of the first one.
Q.E.D.

Lemma 16: Let $R$ be a point on the line $P Q$. Then for any two points $A$ and $B$ it holds that $\mathcal{S}_{R A B}=\frac{\overline{P R}}{\overline{P Q}} \mathcal{S}_{Q A B}+\frac{\overline{R Q}}{\overline{P Q}} \mathcal{S}_{P A B}$.

## Proof of Lemma 16



Figure 2.12: Lemma 16

Let $s=\mathcal{S}_{A B P Q}$, then $\mathcal{S}_{R A B}=s-\mathcal{S}_{A R Q}-\mathcal{S}_{B P R}$ (all these triangles have the same orientation)


Figure 2.13: Lemma 16a
let $\frac{\overline{P R}}{\overline{P Q}}=\lambda$, then, by lemma 6 (with $\mathrm{P}:=\mathrm{A} ; \mathrm{A}:=\mathrm{P} ; \mathrm{B}:=\mathrm{Q} ; \mathrm{D}:=\mathrm{Q} ; \mathrm{C}:=\mathrm{R}$ ), we have

$$
\frac{\mathcal{S}_{A R Q}}{\mathcal{S}_{A P Q}}=\frac{\overline{R Q}}{\overline{P Q}}=\frac{\overline{P Q}-\overline{P R}}{\overline{P Q}}=(1-\lambda) \Leftrightarrow \mathcal{S}_{A R Q}=(1-\lambda) \mathcal{S}_{A P Q}
$$

and,


Figure 2.14: Lemma 16b

$$
\frac{\mathcal{S}_{B P R}}{\mathcal{S}_{B P Q}}=\frac{\overline{P R}}{\overline{P Q}}=\lambda \Leftrightarrow \mathcal{S}_{B P R}=\lambda \mathcal{S}_{B P Q}
$$

then

$$
\begin{aligned}
\mathcal{S}_{R A B} & =s-\mathcal{S}_{A R Q}-\mathcal{S}_{B P R} \\
& =s-(1-\lambda) \mathcal{S}_{A P Q}-\lambda \mathcal{S}_{B P Q} \\
& =s-(1-\lambda)\left(s-\mathcal{S}_{P A B}\right)-\lambda\left(s-\mathcal{S}_{Q A B}\right) \\
& =s-s+\lambda s+\mathcal{S}_{P A B}-\lambda \mathcal{S}_{P A B}-\lambda s+\lambda \mathcal{S}_{Q A B} \\
& =\lambda \mathcal{S}_{Q A B}+(1-\lambda) \mathcal{S}_{P A B} \\
& =\frac{\overline{P R}}{\overline{P Q}} \mathcal{S}_{Q A B}+\frac{\overline{R Q}}{\overline{P Q}} \mathcal{S}_{P A B}
\end{aligned}
$$

Q.E.D.

### 2.3.3 Proofs of the Properties of the Pythagoras Difference

We begin by introducing the concept of co-area of triangles [4].
Given a triangle $A B C$, we construct the square $A B P Q$ such that $\mathcal{S}_{A B C}$ and $\mathcal{S}_{A B P Q}$ have the same sign (see figure 2.15).


Figure 2.15: Co-area of a triangle
The Co-area of a triangle $A B C, \mathcal{C}_{A B C}$, is a real number such that

$$
\mathcal{C}_{A B C}= \begin{cases}\nabla A C Q, & \text { if } \angle A \leq 90^{\circ} ; \\ -\nabla A C Q, & \text { if } \angle A>90^{\circ} ;\end{cases}
$$

where $\nabla A B C$ is the area of triangle $A B C$.
For a triangle $A B C$ we have $\mathcal{C}_{A B C}+\mathcal{C}_{B A C}=\nabla B P C+\nabla A C Q=\nabla A B P Q / 2=A B^{2} / 2$.
Considering the different permutations of the vertices of the triangle $A B C$ we can conclude that, $\mathcal{P}_{A B C}=4 \mathcal{C}_{A B C}$.

Lemma 17: $\mathcal{P}_{A A B}=0$.

## Proof of Lemma 17

$$
\mathcal{P}_{A A B}=\overline{A A}^{2}+\overline{C A}^{2}-\overline{A C}^{2}=0+\overline{A C}^{2}-\overline{A C}^{2}=0
$$

given the fact that $\overline{C A}^{2}=\overline{C A} \times \overline{C A}=-\overline{A C} \times(-\overline{A C})=\overline{A C}^{2}$.
Q.E.D.

Lemma 18: $\mathcal{P}_{A B C}=\mathcal{P}_{C B A}$.

## Proof of Lemma 18

$$
\mathcal{P}_{A B C}=\overline{A B}^{2}+\overline{C B}^{2}-\overline{A C}^{2}=\overline{C B}^{2}+\overline{A B}^{2}-\overline{C A}^{2}=\mathcal{P}_{C B A}
$$

Q.E.D.

Lemma 19: $\mathcal{P}_{A B A}=2 \overline{A B}^{2}$.
Proof of Lemma 19

$$
\mathcal{P}_{A B A}=\overline{A B}^{2}+\overline{A B}^{2}-\overline{A A}^{2}=2 \overline{A B}^{2}
$$

Q.E.D.

Lemma 20: If $A, B$, and $C$ are collinear then, $\mathcal{P}_{A B C}=2 \overline{B A} \overline{B C}$.
Proof of Lemma 20 Since $A, B$, and $C$ are collinear, we have $\overline{A B}+\overline{B C}=\overline{A C}$ and therefore it holds that:

$$
\begin{aligned}
\mathcal{P}_{A B C} & =\overline{A B}^{2}+\overline{C B}^{2}-{\overline{A C^{2}}}^{2} \\
& =\overline{A B}^{2}+\overline{B C}^{2}+2 \overline{A B} \overline{B C}-2 \overline{A B} \overline{B C}-\overline{A C}^{2} \\
& =\left(\overline{A B}+\overline{B C}^{2}-2 \overline{A B} \overline{B C}-\overline{A C}^{2}\right. \\
& =-2 \overline{A B} \overline{B C} \\
& =2 \overline{B A} \overline{B C}
\end{aligned}
$$

Q.E.D.

Lemma 21: $\mathcal{P}_{A B C D}=-\mathcal{P}_{A D C B}=\mathcal{P}_{B A D C}=-\mathcal{P}_{B C D A}=\mathcal{P}_{C D A B}=-\mathcal{P}_{C B A D}=\mathcal{P}_{D C B A}=$ $-\mathcal{P}_{\text {DABC }}$.

## Proof of Lemma 21

$$
\begin{aligned}
\mathcal{P}_{A D C B} & =\overline{A D}^{2}+\overline{C B}^{2}-\overline{D C}^{2}-\overline{B A}^{2} \\
& =-\overline{A B}^{2}-\overline{C D}^{2}+\overline{B C}^{2}+\overline{D A}^{2} \\
& =-\left(\mathcal{P}_{A B C D}\right) \\
\mathcal{P}_{B A D C} & =\overline{B A}^{2}+\overline{D C}^{2}-\overline{A D}^{2}-\overline{C B}^{2} \\
& =\overline{A B}^{2}+\overline{C D}^{2}-\overline{B C}^{2}-\overline{D A}^{2} \\
& =\mathcal{P}_{A B C D} \\
\mathcal{P}_{B C D A} & =\overline{B C}^{2}+\overline{D A}^{2}-\overline{C D}^{2}-\overline{A B}^{2} \\
& =-\overline{A B}^{2}-\overline{C D}^{2}+\overline{B C}^{2}+\overline{D A}^{2} \\
& =-\left(\mathcal{P}_{A B C D}\right) \\
\mathcal{P}_{C D A B} & =\overline{C D}^{2}+\overline{A B}^{2}-\overline{D A}^{2}-\overline{B C}^{2} \\
& =\overline{A B}^{2}+\overline{C D}^{2}-\overline{B C}^{2}-\overline{D A}^{2} \\
& =\mathcal{P}_{A B C D} \\
\mathcal{P}_{C B A D} & =\overline{C B}^{2}+\overline{B A}^{2}-{\overline{D C^{2}}}^{2} \\
& =-\overline{A B}^{2}-\overline{C D}^{2}+\overline{B C}^{2}+\overline{D A}^{2} \\
& =-\left(\mathcal{P}_{A B C D}\right) \\
\mathcal{P}_{D C B A} & =\overline{D C}^{2}+\overline{B A}^{2}-\overline{C B}^{2}-\overline{A D}^{2} \\
& =\overline{A B}^{2}+\overline{C D}^{2}-\overline{B C}^{2}-\overline{D A}^{2} \\
& =\mathcal{P}_{A B C D} \\
\mathcal{P}_{D A B C} & =\overline{D A}^{2}+\overline{B C}^{2}-\overline{A B}^{2}-\overline{C D}^{2} \\
& =-\overline{A B}^{2}-\overline{C D}^{2}+\overline{B C}^{2}+\overline{D A}^{2} \\
& =-\left(\mathcal{P}_{A B C D}\right)
\end{aligned}
$$

Q.E.D.

Lemma 22: $A B \perp B C$ iff $\mathcal{P}_{A B C}=0$.

## Proof of Lemma 22

$A B \perp B C \Rightarrow \mathcal{P}_{A B C}=0$
If $A B \perp B C$ we have that $A=B$, or $C=B$, or the points $A, B$, and $C$ form a right triangle.

If $A=B$ we have, by lemma $17, \mathcal{P}_{A B C}=\mathcal{P}_{B B C}=0$.
If $C=B$ we have, by lemmas 17 and $18, \mathcal{P}_{A B C}=\mathcal{P}_{A C C}=\mathcal{P}_{C C A}=0$.
If neither the above conditions are met, we have that $\angle B=90^{\circ}$ and $\mathcal{P}_{A B C}=4 \mathcal{C}_{A B C}=$ $\nabla B P C=0$
$A B \perp C D \Leftarrow \mathcal{P}_{A B C}=0$
We consider that $A \neq B \neq C$, we already saw that whenever they are equal the two expressions are equivalent.

Considering the co-area definition we can conclude that $\mathcal{P}_{A B C}=0$ then $\angle B=90^{\circ}$ (if $\mathcal{P}_{A B C}>0$ then $\angle B<90^{0}$, and if $\mathcal{P}_{A B C}<0$ then $\left.\angle B>90^{\circ}\right)$.
Q.E.D.

Lemma 23: $A B \perp C D$ iff $\mathcal{P}_{A C D}=\mathcal{P}_{B C D}$ or $\mathcal{P}_{A C B D}=0$.

## Proof of Lemma 23



Figure 2.16: Lemma 23
Let $P$ be the intersection of lines $A B$ and $C D$, then:

$$
\begin{aligned}
\overline{A D}^{2} & =\overline{A P}^{2}+\overline{P D}^{2}, \quad \overline{A C}^{2}=\overline{A P}^{2}+\overline{P C}^{2} \\
\overline{A D}^{2}-\overline{P D}^{2} & =\overline{A C}^{2}-\overline{P C}^{2} \\
\overline{B D}^{2} & =\overline{B P}^{2}+\overline{P D}^{2} \\
\overline{B C}^{2} & =\overline{B P}^{2}+\overline{P C}^{2} \\
\overline{B D}^{2}-\overline{P D}^{2} & =\overline{B C}^{2}-\overline{P C}^{2} \\
\overline{A D}^{2}-\overline{A C}^{2} & =\overline{P D}^{2}+\overline{P C}^{2} \\
\overline{B D}^{2}-\overline{B C}^{2} & =\overline{P D}^{2}+\overline{P C}^{2} \\
\overline{A D}^{2}-\overline{A C}^{2} & =\overline{B D}^{2}-\overline{B C}^{2}
\end{aligned}
$$

$$
\begin{aligned}
\overline{A C}^{2}-\overline{A D}^{2} & =\overline{B C}^{2}-\overline{B D}^{2} \\
\overline{A C}^{2}+\overline{D C}^{2}-\overline{A D}^{2} & =\overline{B C}^{2}+\overline{D C}^{2}-\overline{B D}^{2} \\
\mathcal{P}_{A C D} & =\mathcal{P}_{B C D}
\end{aligned}
$$

The second equality is a direct consequence of equality just proved, and of the definition 5: $\mathcal{P}_{A C B D}=\mathcal{P}_{A C D}-\mathcal{P}_{B C D}=0$
Q.E.D.

Lemma 24: Let $D$ be the foot of the perpendicular constructed from a point $P$ to a line $A B$. Then, it holds that

$$
\frac{\overline{A D}}{\overline{D B}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{P B A}}, \quad \frac{\overline{A D}}{\overline{A B}}=\frac{\mathcal{P}_{P A B}}{2 \overline{A B}^{2}}, \quad \frac{\overline{D B}}{\overline{A B}}=\frac{\mathcal{P}_{P B A}}{2 \overline{A B}^{2}} .
$$

## Proof of Lemma 24



Figure 2.17: Lemma 24
First equality:

$$
\begin{aligned}
& \frac{\overline{A D}}{\overline{D B}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{P B A}}=\frac{\overline{P A}^{2}+\overline{B A}^{2}-\overline{P B}^{2}}{\overline{P B}^{2}+\overline{A B}^{2}-\overline{P A}^{2}} \\
& A, B \text { and } D \text { are collinear, so } \overline{A B}=\overline{A D}+\overline{D B} \\
& =\frac{\overline{P A}^{2}+\overline{A D}^{2}+\overline{D B}^{2}+2 \overline{A D} \overline{D B}-\overline{P B}^{2}}{\overline{P B}^{2}+\overline{A D}^{2}+\overline{D B}^{2}+2 \overline{A D} \overline{D B}-\overline{P A}^{2}} \\
& A B \perp D P \text { so } \overline{P A}^{2}=\overline{A D}^{2}+\overline{P D}^{2} \text { and } \overline{P B}^{2}=\overline{D B}^{2}+\overline{P D}^{2} \\
& =\frac{\overline{A D}^{2}+\overline{P D}^{2}+\overline{A D}^{2}+\overline{D B}^{2}+2 \overline{A D} \overline{D B}-\left(\overline{D B}^{2}+\overline{P D}^{2}\right)}{\overline{D B}^{2}+\overline{P D}^{2}+\overline{D B}^{2}+2 \overline{A D} \overline{D B}-\left(\overline{A D}^{2}+\overline{P D}^{2}\right)} \\
& =\frac{2 \overline{A D}^{2}+2 \overline{A D} \overline{D B}}{2 \overline{D B}^{2}+2 \overline{A D} \overline{D B}}=\frac{2 \overline{A D}(\overline{A D}+\overline{D B})}{2 \overline{D B}(\overline{A D}+\overline{D B})}=\frac{\overline{A D}}{\overline{D B}}
\end{aligned}
$$

Second equality:

$$
\begin{aligned}
& \frac{\overline{A D}}{\overline{A B}}=\frac{\mathcal{P}_{P A B}}{2 \overline{A B}^{2}}=\frac{\overline{P A}^{2}+\overline{B A}^{2}-\overline{P B}^{2}}{2 \overline{A B}^{2}} \\
& A B \perp D P \text { so } \overline{P A}^{2}=\overline{A D}^{2}+\overline{P D}^{2} \text { and } \overline{P B}^{2}=\overline{D B}^{2}+\overline{P D}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\overline{A D}^{2}+\overline{P D}^{2}+\overline{B A}^{2}-\overline{D B}^{2}-\overline{P D}^{2}}{2 \overline{A B}^{2}} \\
& =\frac{\overline{A D}^{2}+\overline{B A}^{2}-\overline{D B}^{2}}{2 \overline{A B}^{2}}
\end{aligned}
$$

$$
A, B \text { and } D \text { are collinear, so } \overline{A B}=\overline{A D}+\overline{D B}
$$

$$
=\frac{\overline{A D}^{2}+\overline{A D}^{2}+2 \overline{A D} \overline{D B}+\overline{D B}^{2}-\overline{D B}^{2}}{2 \overline{A B}^{2}}
$$

$$
=\frac{2 \overline{A D}(\overline{A D}+\overline{D B})}{2 \overline{A B}^{2}}
$$

$A, B$ and $D$ are collinear, so $\overline{A B}=\overline{A D}+\overline{D B}$

$$
=\frac{\overline{A D} \overline{A B}}{\overline{A B}^{2}}=\frac{\overline{A D}}{\overline{A B}}
$$

The proof of the third equality is similar to this last one.
Q.E.D.

Lemma 25: Let $A B$ and $P Q$ be two non-perpendicular lines, and $Y$ be the intersection of line $P Q$ and the line passing through $A$ and perpendicular to $A B$. Then, it holds that

$$
\frac{\overline{P Y}}{\overline{Q Y}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{Q A B}}, \quad \frac{\overline{P Y}}{\overline{P Q}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{P A Q B}}, \quad \frac{\overline{Q Y}}{\overline{P Q}}=\frac{\mathcal{P}_{Q A B}}{\mathcal{P}_{P A Q B}} .
$$

## Proof of Lemma 25



Figure 2.18: Lemma 25
The first equality is:

$$
\frac{\overline{P Y}}{\overline{Q Y}}=\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{Q A B}}
$$

by lemma 23 with $A:=Q_{1} ; B:=Q ; C:=A ; D:=B$, for $\overline{Q Y}$ and with $A:=P_{1} ; B:=P ; C:=$ $A ; D:=B$, for $\overline{P Y}$, we have:

$$
\begin{aligned}
\frac{\overline{P Y}}{\overline{Q Y}} & =\frac{\mathcal{P}_{P_{1} A B}}{\mathcal{P}_{Q_{1} A B}} \quad P_{1}, Q_{1}, A \text { and } B \text { are collinear } \\
& =\frac{2 \overline{A P_{1}} \overline{A B}}{2 \overline{A Q_{1}}} \overline{\overline{A B}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\overline{A P_{1}}}{\overline{\overline{A Q_{1}}}}=\frac{-\overline{P_{1} A}}{-\overline{Q_{1} A}} \quad \text { by definition of oriented segments } \\
& =\overline{\overline{P_{1} A}} \\
& \overline{\overline{Q_{1} A}}
\end{aligned}
$$

by the co-side theorem, with $P:=P_{1} ; Q:=Q_{1} ; M:=A ; A:=A ; B:=Y$,

$$
=\frac{\mathcal{S}_{P_{1} A Y}}{\mathcal{S}_{Q_{1} A Y}}=\frac{\mathcal{S}_{A Y P_{1}}}{\mathcal{S}_{A Y Q_{1}}}, \quad \text { by lemma } 8
$$

by lemma 11, given the fact that $A Y \| P_{1} P$ and $A Y \| Q_{1} Q$,

$$
=\frac{\mathcal{S}_{P_{1} A Y}}{\mathcal{S}_{Q_{1} A Y}}=\frac{\mathcal{S}_{A Y P_{1}}}{\mathcal{S}_{A Y Q_{1}}}, \quad \text { by lemma } 8
$$

by the co-side theorem, with $P:=P ; Q:=Q ; M:=Y ; A:=Y ; B:=A$,

$$
=\frac{\overline{P Y}}{\overline{Q Y}}
$$

This prove the first equality.
The second equality is:

$$
\frac{\overline{P Y}}{\overline{P Q}}=\frac{\mathcal{P}_{P A B}}{\overline{\mathcal{P}}_{P A Q B}}
$$

$$
\begin{aligned}
\frac{\overline{P Q}}{\overline{\overline{P Y}}} & =\frac{\overline{P Y}+\overline{Y Q}}{\overline{P Y}}, \quad P, Y, \text { and } Q \text { are colinear } \\
& =\frac{\overline{P Y}-\overline{Q Y}}{\overline{P Y}}, \quad \text { by definition of oriented segments } \\
& =\frac{\overline{P Y}}{\overline{P Y}}-\overline{\overline{P Y}} \\
& =1+\frac{\mathcal{P}_{Q A B}}{\mathcal{P}_{P A B}}, \quad \text { by the previous result } \\
& =\frac{\mathcal{P}_{P A B}}{\mathcal{P}_{P A B}}-\frac{\mathcal{P}_{Q A B}}{\mathcal{P}_{P A B}} \\
& =\frac{\mathcal{P}_{P A B}-\mathcal{P}_{Q A B}}{\mathcal{P}_{P A B}} \\
& =\frac{\mathcal{P}_{P A Q B}}{\mathcal{P}_{P A B}}, \quad \text { by definition } 5
\end{aligned}
$$

The proof of the third equality is similar to this last proof.
Q.E.D.

Lemma 26: Let $R$ be a point on the line $P Q$ such that $r_{1}=\frac{\overline{P R}}{\overline{P Q}}, r_{2}=\frac{\overline{R Q}}{\overline{P Q}}$. Then, for points $A, B$, it holds that

$$
\begin{aligned}
& \mathcal{P}_{R A B}=r_{1} \mathcal{P}_{Q A B}+r_{2} \mathcal{P}_{P A B} \\
& \mathcal{P}_{A R B}=r_{1} \mathcal{P}_{A Q B}+r_{2} \mathcal{P}_{A P B}-r_{1} r_{2} \mathcal{P}_{P Q P} .
\end{aligned}
$$

## Proof of Lemma 26



Figure 2.19: Lemma 26
The first equality

$$
\mathcal{P}_{R A B}=r_{1} \mathcal{P}_{Q A B}+r_{2} \mathcal{P}_{P A B}
$$

going to co-areas, considering the square $A B X_{1} X_{2}$ (see figure 2.20 ), we have

$$
\mathcal{C}_{R A B}=r_{1} \mathcal{C}_{Q A B}+r_{2} \mathcal{C}_{P A B}
$$



Figure 2.20: Lemma 26, first equality

$$
\begin{aligned}
\nabla A R X_{2} & =r_{1} \nabla A Q X_{2}+r_{2} \nabla A P X_{2} \\
A X_{2} h_{1} & =\frac{\overline{P R}}{\overline{P Q}} A X_{2} h_{2}+\frac{\overline{R Q}}{\overline{P Q}} A X_{2} h_{3} \\
h_{1} & =\frac{h_{1}-h_{3}}{h_{2}-h_{3}} h_{2}-\frac{h_{2}-h_{1}}{h_{2}-h_{3}} h_{3} \\
h_{1} h_{2}-h_{1} h_{3} & =h_{1} h_{2}-h_{3} h_{2}+h_{2} h_{3}-h_{1} h_{3} \\
h_{1} h_{2}-h_{1} h_{3} & =h_{1} h_{2}-h_{1} h_{3}
\end{aligned}
$$

The second equality

$$
\mathcal{P}_{A R B}=r_{1} \mathcal{P}_{A Q B}+r_{2} \mathcal{P}_{A P B}-r_{1} r_{2} \mathcal{P}_{P Q P}
$$

by definition of Pythagoras difference

$$
\begin{aligned}
& \overline{A R}^{2}+\overline{B R}^{2}-\overline{A B}^{2}= \\
& =r_{1}\left(\overline{A Q}^{2}+\overline{B Q}^{2}-\overline{A B}^{2}\right)+r_{2}\left(\overline{A P}^{2}+\overline{B P}^{2}-\overline{A B}^{2}\right)-r_{1} r_{2} \mathcal{P}_{P Q P} \\
& \begin{aligned}
&\left(\overline{A R}^{2}\right.\left.+\overline{A B}^{2}-\overline{B R}^{2}\right)+2 \overline{B R}^{2}-2 \overline{A B}^{2}= \\
&= r_{1}\left(\left(\overline{A Q}^{2}+\overline{A B}^{2}-\overline{B Q}^{2}\right)+2 \overline{B Q}^{2}-2 \overline{A B}^{2}\right)+r_{2}\left(\left(\overline{A P}^{2}+\overline{A B}^{2}-\overline{B P}^{2}\right)+\right. \\
&\left.\quad+2 \overline{B P}^{2}-2 \overline{A B}^{2}\right)-r_{1} r_{2} \mathcal{P}_{P Q P} \\
& \mathcal{P}_{R A B}+2 \overline{B R}^{2}-2 \overline{A B}^{2}= \\
&= r_{1} \mathcal{P}_{Q A B}+r_{1}\left(2 \overline{B Q}^{2}-2 \overline{A B}^{2}\right)+r_{2} \mathcal{P}_{P A B}+r_{2}\left(2 \overline{B P}^{2}-2 \overline{A B}^{2}\right)- \\
& \quad-r_{1} r_{2} \mathcal{P}_{P Q P}
\end{aligned}
\end{aligned}
$$

by the first equality

$$
2 \overline{B R}^{2}-2 \overline{A B}^{2}=r_{1}\left(2 \overline{B Q}^{2}-2 \overline{A B}^{2}\right)+r_{2}\left(2 \overline{B P}^{2}-2 \overline{A B}^{2}\right)-r_{1} r_{2} \mathcal{P}_{P Q P}
$$

by lemma 19

$$
\begin{aligned}
2\left(\overline{B R}^{2}-\overline{A B}^{2}\right) & =2 r_{1}\left(\overline{B Q}^{2}-\overline{A B}^{2}\right)+2 r_{2}\left(\overline{B P}^{2}-\overline{A B}^{2}\right)-2 r_{1} r_{2} \overline{P Q}^{2} \\
\overline{B R}^{2}-\overline{A B}^{2} & =r_{1} \overline{B Q}^{2}+r_{2} \overline{B P}^{2}-\left(r_{1}+r_{2}\right) \overline{A B}^{2}-r_{1} r_{2} \overline{P Q}^{2}
\end{aligned}
$$

by lemma $4, r_{1}+r_{2}=1$,

$$
\overline{B R}^{2}=\frac{\overline{P R}}{\overline{P Q}} \overline{B Q}^{2}+\frac{\overline{R Q}}{\overline{P Q}} \overline{B P}^{2}-\frac{\overline{P R} \overline{R Q}}{\overline{P Q}^{2}} \overline{P Q}^{2}
$$

$$
\overline{P R} \overline{B Q}^{2}+\overline{R Q} \overline{B P}^{2}-\overline{P Q} \overline{B R}^{2}=\overline{P R} \overline{R Q} \overline{P Q}
$$



Figure 2.21: Lemma 26, second equality
By lemma 22 (see also figure 2.21), we have:

$$
\begin{aligned}
& \overline{B Q}^{2}=\overline{B Z}^{2}+\overline{Q Z}^{2} \\
& \overline{B R}^{2}=\overline{B Z}^{2}+\overline{R Z}^{2} \\
& \overline{B P}^{2}=\overline{B Z}^{2}+\overline{P Z}^{2}
\end{aligned}
$$

so, we have:

$$
\begin{aligned}
\overline{P R}\left(\overline{B Z}^{2}+\overline{Q Z}^{2}\right)+\overline{R Q}\left(\overline{B Z}^{2}+\overline{P Z}^{2}\right)-\overline{P Q}\left(\overline{B Z}^{2}+\overline{R Z}^{2}\right) & =\overline{P R} \overline{R Q} \overline{P Q} \\
(\overline{P R}+\overline{R Q}-\overline{P Q}) \overline{B Z^{2}}+\overline{P R} \overline{Q Z}^{2}+\overline{R Q} \overline{P Z}^{2}-\overline{P Q} \overline{R Z}^{2} & =\overline{P R} \overline{R Q} \overline{P Q}
\end{aligned}
$$

by lemma 4

$$
\overline{P R} \overline{Q Z}^{2}+\overline{R Q} \overline{P Z}^{2}-\overline{P Q} \overline{R Z}^{2}=\overline{P R} \overline{R Q} \overline{P Q}
$$

by lemma 4 we can rewrite the different segments in the following form:

$$
\begin{aligned}
\overline{Q Z} & =-\overline{Z Q} \\
\overline{R Q} & =\overline{R Z}+\overline{Z Q} \\
\overline{P Z} & =\overline{P R}+\overline{R Z} \\
\overline{P Q} & =\overline{P R}+\overline{R Z}+\overline{Q Z}
\end{aligned}
$$

we get:

$$
\begin{aligned}
& \overline{P R} \overline{Z Q}^{2}+(\overline{R Z}+\overline{Z Q})(\overline{P R}+\overline{R Z})^{2}-(\overline{P R}+\overline{R Z}+\overline{Z Q}) \overline{R Z}^{2}= \\
& =\overline{P R}(\overline{R Z}+\overline{Z Q})(\overline{P R}+\overline{R Z}+\overline{Q Z}) \\
& \overline{P R} \overline{Z Q}^{2}+\overline{P R}^{2} \overline{R Z}+2 \overline{P R} \overline{R Z}^{2}+\overline{R Z}^{3}+\overline{P R}^{2} \overline{Z Q}+2 \overline{P R} \overline{R Z} \overline{Z Q}+ \\
& +\overline{R Z}^{2} \overline{Z Q}-\overline{P R} \overline{R Z}^{2}-\overline{R Z}^{3}-\overline{R Z}^{2} \overline{Z Q}= \\
& =\overline{P R}^{2} \overline{R Z}+\overline{P R} \overline{R Z}^{2}+\overline{P R} \overline{R Z} \overline{Z Q}+\overline{P R}^{2} \overline{Z Q}+\overline{P R} \overline{R Z} \overline{Z Q}+\overline{P R}_{\overline{Z Q}^{2}} \\
& \overline{P R} \overline{R Z} \overline{Z Q}=\overline{P R} \overline{R Z} \overline{Z Q}
\end{aligned}
$$

Q.E.D.

Lemma 27: Let $A B C D$ be a parallelogram. Then for any points $P$ and $Q$, it holds that

$$
\begin{aligned}
& \mathcal{P}_{A P Q}+\mathcal{P}_{C P Q}=\mathcal{P}_{B P Q}+\mathcal{P}_{D P Q} \quad \text { or } \quad \mathcal{P}_{A P B Q}=\mathcal{P}_{D P C Q} \\
& \mathcal{P}_{P A Q}+\mathcal{P}_{P C Q}=\mathcal{P}_{P B Q}+\mathcal{P}_{P D Q}+2 \mathcal{P}_{B A D}
\end{aligned}
$$

Before presenting the proof of this lemma we present the following lemma.
Auxiliary Lemma 1 Let $P$ and $Q$ be the feet of the perpendiculars from point $A$ and $C$ to $B D$. Then $\mathcal{P}_{A B C D}=2 \overline{Q P} \overline{B D}$.

## Proof of Auxiliary Lemma 1

$$
\mathcal{P}_{A B C D}=\mathcal{P}_{A B D}-\mathcal{P}_{C B D}, \quad \text { by definition }
$$

by the lemma 23 with $A:=A ; B:=P ; C:=B ; D:=D$, we have $\mathcal{P}_{A B D}=\mathcal{P}_{P B D}$, and with $A:=C ; B:=Q ; C:=B ; D:=D$, we have $\mathcal{P}_{C B D}=\mathcal{P}_{Q B D}$,

$$
=\mathcal{P}_{P B D}-\mathcal{P}_{Q B D}
$$

by the lemma 20

$$
\begin{aligned}
& =2 \overline{B P} \overline{B D}-\overline{B Q} \overline{B D} \\
& =2 \overline{B D}(\overline{B P}-\overline{B Q}) \\
& =2 \overline{Q P} \overline{B D}
\end{aligned}
$$

## Proof of Lemma 27



Figure 2.22: Lemma 27

$$
\mathcal{P}_{A P Q}+\mathcal{P}_{C P Q}=\mathcal{P}_{B P Q}+\mathcal{P}_{D P Q}
$$

First the equivalence $\mathcal{P}_{A P Q}+\mathcal{P}_{C P Q}=\mathcal{P}_{B P Q}+\mathcal{P}_{D P Q} \Leftrightarrow \mathcal{P}_{A P B Q}=\mathcal{P}_{D P C Q}$

$$
\begin{array}{rlr}
\mathcal{P}_{A P B Q} & =\mathcal{P}_{D P C Q} & \\
\mathcal{P}_{A P Q}-\mathcal{P}_{B P Q} & =\mathcal{P}_{D P Q}-\mathcal{P}_{C P Q} & \text { by definition } 5 \\
\mathcal{P}_{A P Q}+\mathcal{P}_{C P Q} & =\mathcal{P}_{D P Q}+\mathcal{P}_{B P Q} &
\end{array}
$$

Now the equality $\mathcal{P}_{A P B Q}=\mathcal{P}_{D P C Q}$.

$$
\begin{array}{rlrl}
\mathcal{P}_{A P B Q} & =\mathcal{P}_{D P C Q}, & & \text { by lemma } 21 \\
\mathcal{P}_{P A Q B} & =\mathcal{P}_{P D Q C}, & & \text { by auxiliarylemma } 1 \\
2 \overline{Q P} \overline{D C} & =2 \overline{Q P} \overline{A B} &
\end{array}
$$

by hypothesis $A B C D$ is a parallelogram, so $\overline{A B}=\overline{D C}$,

$$
2 \overline{Q P} \overline{A B}=2 \overline{Q P} \overline{A B}
$$

Now the last equality

$$
\begin{aligned}
\mathcal{P}_{P A Q}+\mathcal{P}_{P C Q} & =\mathcal{P}_{P B Q}+\mathcal{P}_{P D Q}+2 \mathcal{P}_{B A D} \\
\mathcal{P}_{P A Q}+\mathcal{P}_{P C Q}-\mathcal{P}_{P B Q}-\mathcal{P}_{P D Q}-2 \mathcal{P}_{B A D} & =0
\end{aligned}
$$

by definition of Pythagoras differences

$$
\begin{aligned}
0 & =\mathcal{P}_{P A Q}+\mathcal{P}_{P C Q}-\mathcal{P}_{P B Q}-\mathcal{P}_{P D Q}-2 \mathcal{P}_{B A D} \\
& =\overline{P A}^{2}+\overline{Q A}^{2}-\overline{P Q}^{2}+\overline{P C}^{2}+\overline{Q C}^{2}-\overline{P Q}^{2}-\overline{P B}^{2}-\overline{Q B}^{2}+\overline{P Q}^{2}- \\
& -\overline{P D}^{2}-\overline{Q D}^{2}+\overline{P Q}^{2}-2 \mathcal{P}_{B A D} \\
& =\overline{P A}^{2}+\overline{Q A}^{2}+\overline{P C}^{2}+\overline{Q C}^{2}-\overline{P B}^{2}-\overline{Q B}^{2}-\overline{P D}^{2}-\overline{Q D}^{2}-2 \mathcal{P}_{B A D} \\
& =\overline{A P}^{2}-\overline{A Q}^{2}+\overline{C P}^{2}-\overline{C Q}^{2}-\overline{B P}^{2}+\overline{B Q}^{2}-\overline{D P}^{2}+\overline{D Q}^{2}+ \\
& +2 \overline{A Q}^{2}+2 \overline{C Q}^{2}-2 \overline{B Q}^{2}-2 \overline{D Q}^{2}-2 \mathcal{P}_{B A D}
\end{aligned}
$$

by the first equality we have that $\mathcal{P}_{A P Q}+\mathcal{P}_{C P Q}-\mathcal{P}_{B P Q}-\mathcal{P}_{D P Q}=0$, applying the definition of Pythagoras difference we have that $\overline{A P}^{2}-\overline{A Q}^{2}+\overline{C P}^{2}-\overline{C Q}^{2}-\overline{B P}^{2}+\overline{B Q}^{2}-\overline{D P}^{2}+\overline{D Q}^{2}=0$

$$
\begin{aligned}
& =\overline{A Q}^{2}+\overline{C Q}^{2}-\overline{B Q}^{2}-\overline{D Q}^{2}-\mathcal{P}_{B A D} \\
& =\overline{A Q}^{2}+\overline{A B}^{2}-\overline{B Q}^{2}-\left(\overline{D Q}^{2}+\overline{A B}^{2}-\overline{C Q}^{2}\right)-\mathcal{P}_{B A D}
\end{aligned}
$$

Given the fact that $A B C D$ is a parallelogram, we have $\overline{A B}^{2}=\overline{C D}^{2}$

$$
\begin{aligned}
& =\overline{B A}^{2}+\overline{Q A}^{2}-\overline{B Q}^{2}-\left(\overline{C D}^{2}+\overline{Q D}^{2}-\overline{C Q}^{2}\right)-\mathcal{P}_{B A D} \\
& =\mathcal{P}_{B A Q}-\mathcal{P}_{C D Q}-\mathcal{P}_{B A D}
\end{aligned}
$$

considering the co-areas [4], we have

$$
=\mathcal{C}_{B A Q}-\mathcal{C}_{C D Q}-\mathcal{C}_{B A D}
$$

Considering the square $A B X_{1} X_{2}$ (see figure 2.23) we have:

$$
\begin{aligned}
& =\nabla A Q X_{2}-\nabla A Q_{1} X_{2}-\nabla B A D \\
& =A X_{2}\left(\left(h_{1}-h_{2}\right)-h_{3}\right) \\
& =A X_{2} \times 0 \\
& =0
\end{aligned}
$$

Q.E.D.


Figure 2.23:

### 2.3.4 Proofs of the Elimination Lemmas

Lemma 28: Let $G(Y)$ be one of the following geometric quantities: $\mathcal{S}_{A B Y}, \mathcal{S}_{A B C Y}, \mathcal{P}_{A B Y}$, or $\mathcal{P}_{A B C Y}$ for distinct points $A, B, C$, and $Y$. For three collinear points $Y, U$, and $V$ it holds

$$
\begin{equation*}
G(Y)=\frac{\overline{U Y}}{\overline{U V}} G(V)+\frac{\overline{Y V}}{\overline{U V}} G(U) \tag{2.2}
\end{equation*}
$$

## Proof of Lemma 28

Case $G(Y)=\mathcal{S}_{A B Y}:$

$$
\begin{aligned}
\mathcal{S}_{A B Y} & =\mathcal{S}_{Y A B} \quad \text { by lemma } 8 \\
& =\frac{\overline{U Y}}{\overline{\overline{U V}}} \mathcal{S}_{V A B}+\frac{\overline{\overline{U V}}}{\overline{\bar{U}}} \mathcal{S}_{U A B} \quad \text { by lemma } 16 ; U, V, \text { and } Y \text { are collinear } \\
& =\frac{\overline{U Y}}{\overline{U V}} \mathcal{S}_{A B V}+\frac{\overline{\overline{U V}}}{\bar{U}} \mathcal{S}_{A B U} \quad \text { by lemma } 8 \\
& =\frac{\overline{U Y}}{\overline{U V}} G(V)+\frac{\overline{\overline{Y V}}}{\overline{U V}} G(U)
\end{aligned}
$$

Case $G(Y)=\mathcal{P}_{A B Y}:$

$$
\begin{aligned}
\mathcal{P}_{A B Y} & =\mathcal{P}_{Y B A} \quad \text { by lemmas } 17,18 \\
& =\overline{\overline{U Y}} \mathcal{P}_{V B A}+\frac{\overline{Y V}}{\overline{\overline{U V}}} \mathcal{P}_{U B A} \quad \text { by lemma } 26 ; U, V, \text { and } Y \text { are collinear } \\
& =\overline{\overline{U Y}} \mathcal{P}_{A B V}+\frac{\overline{\overline{Y V}}}{\overline{\overline{U V}}} \mathcal{P}_{A B U} \quad \text { by lemmas } 3,5 \\
& =\frac{\overline{U Y}}{\overline{U V}} G(V)+\frac{\overline{Y V}}{\overline{U V}} G(U)
\end{aligned}
$$

Case $G(Y)=\mathcal{S}_{A B C Y}:$

$$
\mathcal{S}_{A B C Y}=\mathcal{S}_{A B C}-\mathcal{P}_{A C Y} \quad \text { by definition } 4
$$

$$
\begin{aligned}
& =\mathcal{S}_{A B C}+\frac{\overline{U Y}}{\overline{U V}} \mathcal{S}_{A B C}-\frac{\overline{U Y}}{\overline{U V}} \mathcal{S}_{A B C}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A B C}-\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A B C}+\mathcal{S}_{A C Y} \\
& =\left(1-\left(\frac{\overline{U Y}}{\overline{U V}}+\frac{\overline{Y V}}{\overline{U V}}\right) \mathcal{S}_{A B C}+\frac{\overline{U Y}}{\overline{U V}} \mathcal{S}_{A B C}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A B C}+\mathcal{S}_{A C Y}\right. \\
& =0+\frac{\overline{U Y}}{\overline{U V}} \mathcal{S}_{A B C}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A B C}+\mathcal{S}_{A C Y} \quad U, V, \text { and } Y \text { are collinear } \\
& =\frac{\overline{U Y}}{\overline{U V}} \mathcal{S}_{A B C}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A B C}+\mathcal{S}_{Y A C} \quad \text { by lemma } 8 \\
& =\frac{\overline{U Y}}{\overline{\overline{U V}}} \mathcal{S}_{A B C}+\frac{\overline{U Y}}{\overline{U V}} \mathcal{S}_{A C V}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A B C}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A C U} \quad \text { by lemma } 16 ; U, V, \\
& =\frac{\text { and } Y \text { are collinear }}{\overline{U Y}} \mathcal{S}_{A B C V}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{S}_{A B C U} \quad \text { by definition } 4 \\
& =\frac{\overline{U Y}}{\overline{\overline{U V}}} G(V)+\frac{\overline{Y V}}{\overline{\overline{U V}}} G(U)
\end{aligned}
$$

Case $G(Y)=\mathcal{P}_{A B C Y}:$

$$
\begin{aligned}
\mathcal{P}_{A B C Y} & =\mathcal{P}_{A B Y}-\mathcal{P}_{C B Y} \quad \text { by definition } 5 \\
& =\frac{\overline{U Y}}{\overline{\overline{U V}}} \mathcal{P}_{A B V}+\frac{\overline{\overline{Y V}}}{\overline{\bar{U}}} \mathcal{P}_{A B U}-\left(\frac{\overline{U Y}}{\overline{U V}} \mathcal{P}_{C B V}+\frac{\overline{Y V}}{\overline{\overline{U V}}} \mathcal{P}_{C B U}\right) \\
& =\frac{\overline{U Y}}{\overline{\overline{U V}}}\left(\mathcal{P}_{A B V}-\mathcal{P}_{C B V}\right)+\frac{\overline{Y V}}{\overline{U V}}\left(\mathcal{P}_{A B U}-\mathcal{P}_{C B U}\right) \\
& =\frac{\overline{U Y}}{\overline{U V}} \mathcal{P}_{A B C V}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{P}_{A B C U} \quad \text { by definition } 5 \\
& =\frac{\overline{U Y}}{\overline{U V}} G(V)+\frac{\overline{Y V}}{\overline{U V}} G(U)
\end{aligned}
$$

Q.E.D.

Lemma 29: (EL2) Let $G(Y)$ be a linear geometric quantity and point $Y$ is introduced by the construction (Pratio Y W (Line U V) r). Then it holds

$$
G(Y)=G(W)+r(G(V)-G(U)) .
$$

## Proof of Lemma 29 (EL2)

Take a point $S$ such that $\overline{W S}=\overline{U V}$.


By (2.2) (with $\mathrm{U}:=\mathrm{A} ; \mathrm{V}:=\mathrm{B} ; \mathrm{W}:=\mathrm{U} ; \mathrm{S}:=\mathrm{V})$ :

$$
\begin{aligned}
G(Y) & =\frac{\overline{W Y}}{\overline{W S}} G(S)+\frac{\overline{Y S}}{\overline{W S}} G(W) \quad \frac{\overline{W Y}}{\overline{W S}}=1, \text { by hypothesis } \\
& =r G(S)+\left(\frac{\overline{W Y}-\overline{W S}}{\overline{W S}}\right) G(W) \quad W, Y, S \text { are collinear } \\
& =r G(S)+(1-r) G(W)
\end{aligned}
$$

By lemmas $15\left(\mathcal{S}_{A P Q}=\mathcal{S}_{B P Q}+\mathcal{S}_{D P Q}-\mathcal{S}_{C P Q}\right)$ and $27,\left(\mathcal{P}_{A P Q}=\mathcal{P}_{B P Q}+\mathcal{P}_{D P Q}-\mathcal{P}_{C P Q}\right)$ considering the parallelogram $U V S W$ and the points $W$ and $Y$ we have $G(S)=G(W)+$ $G(V)-G(U)$. Substituting this into the above equation, we obtain the result.

$$
\begin{aligned}
G(Y) & =r G(S)+(1-r) G(W) \\
& =r(G(W)+G(V)-G(U))+(1-r) G(W) \\
& =r G(W)-r G(W)+G(W)+r(G(V)-G(U)) \\
& =G(W)+r(G(V)-G(U))
\end{aligned}
$$

Notice that we need the ndg. condition $U \neq V$.
Q.E.D.

Lemma 30: (EL3) Let $G(Y)$ be a linear geometric quantity and point $Y$ is introduced by the construction (Inter Y (Line U V) (Line P Q). Then it holds

$$
G(Y)=\frac{\mathcal{S}_{U P Q} G(V)-\mathcal{S}_{V P Q} G(U)}{\mathcal{S}_{U P V Q}}
$$

## Proof of Lemma 30 (EL3)



By the co-side theorem (with $\mathrm{P}:=\mathrm{U} ; \mathrm{Q}:=\mathrm{V} ; \mathrm{A}:=\mathrm{P} ; \mathrm{B}:=\mathrm{Q} ; \mathrm{M}:=\mathrm{Y}$ ), $\frac{\overline{\overline{U Y}}}{\overline{U V}}=\frac{\mathcal{S}_{U P Q}}{\mathcal{S}_{U P V Q}}, \frac{\overline{Y V}}{\overline{U V}}=$ $-\frac{\overline{V Y}}{\overline{U V}}=-\frac{\mathcal{S}_{V P Q}}{\mathcal{S}_{U P V Q}}$. Substituting these into equation (2.2), we prove the result.

## Q.E.D.

Lemma 31: (EL4) Let $G(Y)$ be a linear geometric quantity $\left(\neq \mathcal{P}_{A Y B}\right)$ and point $Y$ is introduced by the construction (Foot Y P (Line U V)). Then it holds

$$
G(Y)=\frac{\mathcal{P}_{P U V} G(V)+\mathcal{P}_{P V U} G(U)}{\mathcal{P}_{U V U}}
$$

## Proof of Lemma 31 (EL4)



By lemma 24 (with $\mathrm{A}:=\mathrm{U} ; \mathrm{B}:=\mathrm{V} ; \mathrm{D}:=\mathrm{Y}$ ), $\frac{\overline{U Y}}{\overline{U V}}=\frac{\mathcal{P}_{P U V}}{2 \overline{U V^{2}}}, \frac{\overline{Y V}}{\overline{U V}}=\frac{\mathcal{P}_{P V U}}{2 \overline{U V^{2}}}$. Substituting these into (2.2), we prove the result.
Q.E.D.

Lemma 32: (EL5) Let $G(Y)=\mathcal{P}_{A Y B}$ and point $Y$ is introduced by the construction (Foot Y P (Line U V)). Then it holds

$$
G(Y)=\frac{\mathcal{P}_{P U V}}{\mathcal{P}_{U V U}} G(V)+\frac{\mathcal{P}_{P V U}}{\mathcal{P}_{U V U}} G(U)-\frac{\mathcal{P}_{P U V} \times \mathcal{P}_{P V U}}{\mathcal{P}_{U V U}} .
$$

Proof of Lemma 32 (EL5) By lemma 26 (with $\mathrm{R}:=\mathrm{Y} ; \mathrm{P}:=\mathrm{U} ; \mathrm{Q}:=\mathrm{V}$ ), for three collinear points $Y, U$, and $V$, we have $r_{1}=\frac{\overline{U Y}}{\overline{U V}}, r_{2}=\frac{\overline{Y V}}{\overline{U V}}$, and $\mathcal{P}_{A Y B}=r_{1} \mathcal{P}_{A V B}+r_{2} \mathcal{P}_{A U B}-r_{1} r_{2} \mathcal{P}_{U V U}$. That is,

$$
\mathcal{P}_{A Y B}=\frac{\overline{U Y}}{\overline{U V}} \mathcal{P}_{A V B}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{P}_{A U B}-\frac{\overline{U Y}}{\overline{U V}} \times \frac{\overline{Y V}}{\overline{U V}} \mathcal{P}_{U V U}
$$

By hypothesis point $Y$ is the foot on $U V$ of a line passing by $P$, then by lemma 24 (with $\mathrm{A}:=\mathrm{U} ; \mathrm{D}:=\mathrm{Y} ; \mathrm{B}:=\mathrm{V})$ we have:

$$
\mathcal{P}_{A Y B}=\frac{\mathcal{P}_{P U V}}{2 \overline{U V}^{2}} \mathcal{P}_{A V B}+\frac{\mathcal{P}_{P V U}}{2 \overline{U V}^{2}} \mathcal{P}_{A U B}-\frac{\mathcal{P}_{P U V}}{2 \overline{U V}^{2}} \frac{\mathcal{P}_{P V U}}{2 \overline{U V}^{2}} \mathcal{P}_{U V U}
$$

By lemma 20 we have that $\mathcal{P}_{U V U}=2 \overline{V U}^{2}=2 \overline{U V}^{2}$, then we have:

$$
\begin{aligned}
& \mathcal{P}_{A Y B}=\frac{\mathcal{P}_{P U V}}{\mathcal{P}_{U V U}} \mathcal{P}_{A V B}+\frac{\mathcal{P}_{P V U}}{\mathcal{P}_{U V U}} \mathcal{P}_{A U B}-\frac{\mathcal{P}_{P U V} \times \mathcal{P}_{P V U}}{2 \mathcal{P}_{U V U}} \mathcal{P}_{U V U} \\
& \mathcal{P}_{A Y B}=\frac{\mathcal{P}_{P U V}}{\mathcal{P}_{U V U}} \mathcal{P}_{A V B}+\frac{\mathcal{P}_{P V U}}{\mathcal{P}_{U V U}} \mathcal{P}_{A U B}-\frac{\mathcal{P}_{P U V} \times \mathcal{P}_{P V U}}{\mathcal{P}_{U V U}}
\end{aligned}
$$

Q.E.D.

Lemma 33: (EL6) Let $G(Y)=\mathcal{P}_{A Y B}$ and point $Y$ is introduced by the construction (INTER
Y (Line U V) (Line P Q)). Then it holds

$$
G(Y)=\frac{\mathcal{S}_{U P Q}}{\mathcal{S}_{U P V Q}} G(V)+\frac{\mathcal{S}_{V P Q}}{\mathcal{S}_{U P V Q}} G(U)-\frac{\mathcal{S}_{U P Q} \times \mathcal{S}_{V P Q} \times \mathcal{P}_{U V U}}{\mathcal{S}_{U P V Q}^{2}}
$$

## Proof of Lemma 33 (EL6)

By lemma 26 (with $\mathrm{R}:=\mathrm{Y} ; \mathrm{P}:=\mathrm{U} ; \mathrm{Q}:=\mathrm{V}$ ), for three collinear points $Y, U$, and $V$, we have $r_{1}=\frac{\overline{U Y}}{U V}, r_{2}=\frac{\overline{Y V}}{U V}$, and $\mathcal{P}_{A Y B}=r_{1} \mathcal{P}_{A V B}+r_{2} \mathcal{P}_{A U B}-r_{1} r_{2} \mathcal{P}_{U V U}$. That is,

$$
\mathcal{P}_{A Y B}=\frac{\overline{U Y}}{\overline{U V}} \mathcal{P}_{A V B}+\frac{\overline{Y V}}{\overline{U V}} \mathcal{P}_{A U B}-\frac{\overline{U Y}}{\overline{U V}} \overline{\overline{U V}} \mathcal{P}_{U V U} .
$$

By hypothesis point $Y$ is the intersection of $U V$ with $P Q$, then by lemma 7 (with A:=P; $\mathrm{B}:=\mathrm{Q} ; \mathrm{P}:=\mathrm{U} ; \mathrm{Q}:=\mathrm{V} ; \mathrm{M}:=\mathrm{Y})$, we have:

$$
\begin{aligned}
\mathcal{P}_{A Y B} & =\frac{\mathcal{S}_{U P Q}}{\mathcal{S}_{U P V Q}} \mathcal{P}_{A V B}+\frac{\mathcal{S}_{V P Q}}{\mathcal{S}_{U P V Q}} \mathcal{P}_{A U B}-\frac{\mathcal{S}_{U P Q}}{\mathcal{S}_{U P V Q}} \frac{\mathcal{S}_{V P Q}}{\mathcal{S}_{U P V Q}} \mathcal{P}_{U V U} \\
\mathcal{P}_{A Y B} & =\frac{\mathcal{S}_{U P Q}}{\mathcal{S}_{U P V Q}} \mathcal{P}_{A V B}+\frac{\mathcal{S}_{V P Q}}{\mathcal{S}_{U P V Q}} \mathcal{P}_{A U B}-\frac{\mathcal{S}_{U P Q} \times \mathcal{S}_{V P Q} \times \mathcal{P}_{U V U}}{\mathcal{S}_{U P V Q}^{2}}
\end{aligned}
$$

Q.E.D.

Lemma 34: (EL7) Let $Y$ be introduced by (Pratio Y W (Line U V) r). Then it holds:

$$
\mathcal{P}_{A Y B}=\mathcal{P}_{A W B}+r\left(\mathcal{P}_{A V B}-\mathcal{P}_{A U B}+2 \mathcal{P}_{W U V}\right)-r(1-r) \mathcal{P}_{U V U} .
$$

## Proof of Lemma 34 (EL7)


with $\overline{W S}=\overline{U V}$.
By lemma 27[A:=U;B:=V;C:=S;D:=W;P:=A;Q:=B] we have

$$
\begin{aligned}
\mathcal{P}_{A U B}+\mathcal{P}_{A S B} & =\mathcal{P}_{A V B}+\mathcal{P}_{A W B}+2 \mathcal{P}_{V U W} \\
\mathcal{P}_{A S B} & =-\mathcal{P}_{A U B}+\mathcal{P}_{A V B}+\mathcal{P}_{A W B}+2 \mathcal{P}_{V U W}
\end{aligned}
$$

We have to eliminate the point $S$.

with $r_{1}=\frac{\overline{W S}}{\overline{W Y}}, r_{2}=\frac{\overline{S Y}}{\overline{W Y}}$, that is $r_{1}=\frac{1}{r}$ and $r_{2}=\frac{\overline{W Y}-\overline{W S}}{\overline{W Y}}=1-\frac{1}{r}$.
By lemma $26[\mathrm{R}:=\mathrm{S} ; \mathrm{P}:=\mathrm{W} ; \mathrm{Q}:=\mathrm{Y}]$ we have:

$$
\mathcal{P}_{A S B}=r_{1} \mathcal{P}_{A Y B}+r_{2} \mathcal{P}_{A W B}-r_{1} r_{2} \mathcal{P}_{W Y W}
$$

Then we have:

$$
\begin{aligned}
& r_{1} \mathcal{P}_{A Y B}+r_{2} \mathcal{P}_{A W B}-r_{1} r_{2} \mathcal{P}_{W Y W}=-\mathcal{P}_{A U B}+\mathcal{P}_{A V B}+\mathcal{P}_{A W B}+2 \mathcal{P}_{V U W} \\
& r_{1} \mathcal{P}_{A Y B}=-r_{2} \mathcal{P}_{A W B}+r_{1} r_{2} \mathcal{P}_{W Y W}-\mathcal{P}_{A U B}+\mathcal{P}_{A V B}+\mathcal{P}_{A W B}+ \\
& +2 \mathcal{P}_{V U W} \\
& \frac{1}{r} \mathcal{P}_{A Y B}=-\left(1-\frac{1}{r}\right) \mathcal{P}_{A W B}+\frac{1}{r}\left(1-\frac{1}{r}\right) \mathcal{P}_{W Y W}-\mathcal{P}_{A U B}+\mathcal{P}_{A V B}+ \\
& +\mathcal{P}_{A W B}+2 \mathcal{P}_{V U W} \\
& \mathcal{P}_{A Y B}=-r\left(1-\frac{1}{r}\right) \mathcal{P}_{A W B}+\left(1-\frac{1}{r}\right) \mathcal{P}_{W Y W}-r \mathcal{P}_{A U B}+r \mathcal{P}_{A V B}+ \\
& +r \mathcal{P}_{A W B}+2 r \mathcal{P}_{V U W} \\
& \mathcal{P}_{A Y B}=-r \mathcal{P}_{A W B}+r \mathcal{P}_{A W B}+\mathcal{P}_{A W B}+\left(1-\frac{1}{r}\right) \mathcal{P}_{W Y W}-r \mathcal{P}_{A U B}+ \\
& +r \mathcal{P}_{A V B}+2 r \mathcal{P}_{V U W} \\
& \mathcal{P}_{A Y B}=\mathcal{P}_{A W B}+r\left(\mathcal{P}_{A V B}-\mathcal{P}_{A U B}+2 \mathcal{P}_{V U W}\right)+\left(1-\frac{1}{r}\right) \mathcal{P}_{W Y W}
\end{aligned}
$$

By lemma 19, and the hypothesis $\frac{\overline{W Y}}{\overline{U V}}=r$, we have:

$$
\mathcal{P}_{W Y W}=2 \overline{W Y}^{2}=2 r^{2} \overline{U V}^{2}=r^{2} \mathcal{P}_{U V U}
$$

So, we can conclude

$$
\begin{aligned}
& \mathcal{P}_{A Y B}=\mathcal{P}_{A W B}+r\left(\mathcal{P}_{A V B}-\mathcal{P}_{A U B}+2 \mathcal{P}_{V U W}\right)+\left(1-\frac{1}{r}\right) \mathcal{P}_{W Y W} \\
& \mathcal{P}_{A Y B}=\mathcal{P}_{A W B}+r\left(\mathcal{P}_{A V B}-\mathcal{P}_{A U B}+2 \mathcal{P}_{V U W}\right)+\left(1-\frac{1}{r}\right) r^{2} \mathcal{P}_{U V U} \\
& \mathcal{P}_{A Y B}=\mathcal{P}_{A W B}+r\left(\mathcal{P}_{A V B}-\mathcal{P}_{A U B}+2 \mathcal{P}_{V U W}\right)-r(1-r) \mathcal{P}_{U V U}
\end{aligned}
$$

by lemma 17

$$
\mathcal{P}_{A Y B}=\mathcal{P}_{A W B}+r\left(\mathcal{P}_{A V B}-\mathcal{P}_{A U B}+2 \mathcal{P}_{W U V}\right)-r(1-r) \mathcal{P}_{U V U}
$$

Q.E.D.

Lemma 35: (EL8) Let $Y$ be introduced by (Tratio Y (Line P Q) r). Then it holds:

$$
\mathcal{S}_{A B Y}=\mathcal{S}_{A B P}-\frac{r}{4} \mathcal{P}_{P A Q B}
$$

Proof of Lemma 35 (EL8) Let $A_{1}$ be the orthogonal projection from $A$ to $P Q$. Then by lemmas 11 and 24:

$$
\frac{\mathcal{S}_{P A Y}}{\mathcal{S}_{P Q Y}}=\frac{\mathcal{S}_{P A_{1} Y}}{\mathcal{S}_{P Q Y}}=\frac{\overline{P A_{1}}}{\overline{P Q}}=\frac{\mathcal{P}_{A_{1} P Q}}{\mathcal{P}_{Q P Q}}=\frac{\mathcal{P}_{A P Q}}{\mathcal{P}_{Q P Q}}
$$

Thus $\mathcal{S}_{P A Y}=\frac{\mathcal{P}_{A P Q}}{\mathcal{P}_{Q P Q}} \mathcal{S}_{P Q Y}=\frac{r}{4} \mathcal{P}_{A P Q}$. Similarly, $\mathcal{S}_{P B Y}=\frac{\mathcal{P}_{B P Q}}{\mathcal{P}_{Q P Q}} \mathcal{S}_{P Q Y}=\frac{r}{4} \mathcal{P}_{B P Q}$. Now $\mathcal{S}_{A B Y}=\mathcal{S}_{A B P}+\mathcal{S}_{P B Y}-\mathcal{S}_{P A Y}=\mathcal{S}_{A B P}-\frac{r}{4} \mathcal{P}_{P A Q B}$.
Q.E.D.

Lemma 36: (EL9) Let $Y$ be introduced by (Tratio Y (Line P Q) r). Then it holds:

$$
\mathcal{P}_{A B Y}=\mathcal{P}_{A B P}-4 r \mathcal{S}_{P A Q B} .
$$

Proof of Lemma 36 (EL9) Let the orthogonal projections from $A$ and $B$ to $P Y$ be $A_{1}$ and $B_{1}$. Then

$$
\frac{\mathcal{P}_{B P A Y}}{\mathcal{P}_{Y P Y}}=\frac{\mathcal{P}_{B_{1} P A_{1} Y}}{\mathcal{P}_{Y P Y}}=\frac{\overline{A_{1} B_{1}}}{\overline{P Y}}=\frac{\mathcal{S}_{P A_{1} Q B_{1}}}{\mathcal{S}_{P Q Y}}=\frac{\mathcal{S}_{P A Q B}}{\mathcal{S}_{P Q Y}} .
$$

Since $P Y \perp P Q, S_{P Q Y}^{2}=\frac{1}{4} \overline{P Q}^{2} \times \overline{P Y}^{2}$. Then $\mathcal{P}_{Y P Y}=2 \overline{P Y}^{2}=4 r \mathcal{S}_{P Q Y}$. Therefore $\mathcal{P}_{A B Y}=\mathcal{P}_{A B P}-\mathcal{P}_{B P A Y}=\mathcal{P}_{A B P}-4 r \mathcal{S}_{P A Q B}$.
Q.E.D.

Lemma 37: (EL10) Let $Y$ be introduced by (Tratio Y (Line P Q) r). Then it holds

$$
\mathcal{P}_{A Y B}=\mathcal{P}_{A P B}+r^{2} \mathcal{P}_{P Q P}-4 r\left(\mathcal{S}_{A P Q}+\mathcal{S}_{B P Q}\right)
$$

Proof of Lemma 37 (EL10) By lemma 36 (EL9)

$$
\mathcal{P}_{A P Y}=4 r \mathcal{S}_{A P Q}, \quad \mathcal{P}_{B P Y}=4 r \mathcal{S}_{B P Q}
$$

Then

$$
\mathcal{P}_{Y P Y}=2 \overline{P Y}^{2}=4 r \mathcal{S}_{P Q Y}=r^{2} \mathcal{P}_{P Q P}
$$

Then

$$
\mathcal{P}_{A Y B}=\mathcal{P}_{A P B}-\mathcal{P}_{A P Y}-\mathcal{P}_{B P Y}+\mathcal{P}_{Y P Y}=\mathcal{P}_{A P B}+r^{2} \mathcal{P}_{P Q P}-4 r\left(\mathcal{S}_{A P Q}+\mathcal{S}_{B P Q}\right)
$$

Q.E.D.

Lemma 38: (EL11) Let $Y$ be introduced by (Inter Y (Line U V) (Line P Q)). Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\mathcal{S}_{A P Q}}{\mathcal{S}_{C P D Q}} & \text { if } A \text { is on } U V \\ \frac{\mathcal{S}_{A U V}}{\mathcal{S}_{C U D V}} & \text { otherwise }\end{cases}
$$

Proof of Lemma 38 (EL11) If $A$ is not on $U V$, let $S$ be a point such that $\overline{A S}=\overline{C D}$.


$$
\frac{\overline{A Y}}{\overline{C D}}=\frac{\overline{A Y}}{\overline{A S}} \quad \text { by construction }
$$

$$
=\frac{\mathcal{S}_{A U V}}{\mathcal{S}_{A U S V}} \quad \text { by lemma EL1 }
$$


$=\frac{\mathcal{S}_{A U V}}{\mathcal{S}_{U A V S}} \quad$ by lemma 21
$=\frac{\mathcal{S}_{A U V}}{\mathcal{S}_{U C V D}} \quad$ by lemma 15

$=\frac{\mathcal{S}_{A U V}}{\mathcal{S}_{C U D V}} \quad$ by lemma 21
If $A$ is on $U V$


$$
\frac{\overline{A Y}}{\overline{C D}}=\frac{\overline{A Y}}{\overline{A S}} \quad \text { by construction }
$$

$$
\begin{aligned}
& =\frac{\mathcal{S}_{A P Q}}{\mathcal{S}_{A P S Q}} \quad \text { by lemma EL1 } \\
& =\frac{\mathcal{S}_{A P Q}}{\mathcal{S}_{C P D Q}}
\end{aligned}
$$

Q.E.D.

Lemma 39: (EL12) Let $Y$ be introduced by (Foot Y P (Line U V)). We assume $D \neq U$; otherwise interchange $U$ and $V$. Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\mathcal{P}_{P C A D}}{\mathcal{P}_{C D C}} & \text { if } A \text { is on } U V \\ \frac{\mathcal{S}_{A U V}}{\mathcal{S}_{C U D V}} & \text { otherwise }\end{cases}
$$

Proof of Lemma 39 (EL12) If $A$ is on $U V$, let $T$ be a point such that $\overline{A T}=\overline{C D}$. By lemma 24 and $27 \frac{\overline{A Y}}{\overline{C D}}=\frac{\overline{A Y}}{\overline{A T}}=\frac{\mathcal{P}_{P A T}}{\mathcal{P}_{A T A}}=\frac{\mathcal{P}_{P C A D}}{\mathcal{P}_{C D C}}$.

The second equation is a direct consequence of the co-side theorem.


By the co-side theorem (lemma EL1)
with line $C D$ and $U V$ we have:

$$
\frac{\overline{C Y}}{\overline{C D}}=\frac{\mathcal{S}_{C U V}}{\mathcal{S}_{C U D V}}
$$

and also by the co-side theorem with line $A C$ and $U V$ we have:

$$
\frac{\overline{C Y}}{\overline{A Y}}=\frac{\mathcal{S}_{C U V}}{\mathcal{S}_{A U V}} \Leftrightarrow \overline{A Y}=\frac{\overline{C Y} \mathcal{S}_{A U V}}{\mathcal{S}_{C U V}}
$$

so:

$$
\frac{\overline{A Y}}{\overline{C D}}=\frac{\frac{\overline{C Y} \mathcal{S}_{A U V}}{\mathcal{S}_{C U V}}}{\overline{C D}}=\frac{\overline{C Y}}{\overline{C D}} \times \frac{\mathcal{S}_{A U V}}{\mathcal{S}_{C U V}}=\frac{\mathcal{S}_{C U V}}{\mathcal{S}_{C U D V}} \times \frac{\mathcal{S}_{A U V}}{\mathcal{S}_{C U V}}=\frac{\mathcal{S}_{A U V}}{\mathcal{S}_{C U D V}}
$$

Q.E.D.

Lemma 40: (EL13) Let $Y$ be introduced by (Pratio Y R (Line P Q) r). Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\frac{\overline{A R}}{}}{\frac{P Q}{P Q}} & \text { if } A \text { is on } R Y \\ \frac{S_{A P R Q}}{S_{C D}} & \text { otherwise }\end{cases}
$$

Proof of Lemma 40 (EL13) The first case is obvious:


The second case, take points $T$ and $S$ such that $\frac{\overline{R T}}{\overline{P Q}}=1$ and $\frac{\overline{A S}}{C D}=1$. By the co-side theorem, $\frac{\overline{A Y}}{\overline{C D}}=\frac{\overline{A Y}}{\overline{A S}}=\frac{\mathcal{S}_{A R T}}{\mathcal{S}_{A R S T}}=\frac{\mathcal{S}_{A P R Q}}{\mathcal{S}_{C P D Q}}$.
Q.E.D.

Lemma 41: (EL14) Let $Y$ be introduced by (Tratio Y (Line P Q) r). Then it holds

$$
\frac{\overline{A Y}}{\overline{C D}}= \begin{cases}\frac{\mathcal{S}_{A P Q}-\frac{r}{4} \mathcal{P}_{P Q P}}{S_{C P D Q}} & \text { if } A \text { is on } P Y \\ \frac{\mathcal{P}_{A P Q}}{\mathcal{P}_{C P D Q}} & \text { otherwise }\end{cases}
$$

Proof of Lemma 41 (EL14) The second case is a direct consequence of lemma 25
To the first equality we have, if $A$ is on $P Y$, then $\frac{\overline{A Y}}{C D}=\frac{\overline{A P}}{C D}-\frac{\overline{Y P}}{C D}$. By the co-side theorem, $\frac{\overline{A P}}{\overline{C D}}=\frac{\mathcal{S}_{A P Q}}{\mathcal{S}_{C P D Q}} ; \quad \frac{\overline{Y Y}}{\overline{C D}}=\frac{\mathcal{S}_{Y P Q}}{\mathcal{S}_{C P D Q}}=\frac{r \mathcal{P}_{P Q P}}{4 \mathcal{S}_{C P D Q}}$. Now the desired result follows immediately.
Q.E.D.

### 2.3.5 Proofs of the Free Points and Area Coordinates Lemmas

Lemma 42: $\mathcal{S}_{A B C}=\frac{\left(\mathcal{S}_{O V B}-\mathcal{S}_{O V C}\right) \mathcal{S}_{O U A}+\left(\mathcal{S}_{O V C}-\mathcal{S}_{O V A}\right) \mathcal{S}_{O U B}+\left(\mathcal{S}_{O V A}-\mathcal{S}_{O V B}\right) \mathcal{S}_{O U C}}{\mathcal{S}_{O U V}}$.


Figure 2.24: Lemma 42

## Proof of Lemma 42

We have that:

$$
\mathcal{S}_{A B C}=\mathcal{S}_{O A B}+\mathcal{S}_{O B C}-\mathcal{S}_{O A C}
$$

Let $W$ be the intersection of $U V$ and $O C$, then by lemma 30 (EL3) with the point $W$ being introduced by the construction (Inter W (Line U V) (Line O C). Then it holds

$$
\mathcal{S}_{O B C}=\frac{1}{\mathcal{S}_{O U V}}\left(\mathcal{S}_{O B V} \mathcal{S}_{O U C}+\mathcal{S}_{O B U} \mathcal{S}_{O C V}\right)
$$

Similarly, we have

$$
\mathcal{S}_{O A C}=\frac{1}{\mathcal{S}_{O U V}}\left(\mathcal{S}_{O A V} \mathcal{S}_{O U C}+\mathcal{S}_{O A U} \mathcal{S}_{O C V}\right)
$$

and

$$
\mathcal{S}_{O A B}=\frac{1}{\mathcal{S}_{O U V}}\left(\mathcal{S}_{O A V} \mathcal{S}_{O U B}+\mathcal{S}_{O A U} \mathcal{S}_{O B V}\right)
$$

Then, we have

$$
\begin{aligned}
\mathcal{S}_{A B C}= & \\
= & \frac{1}{\mathcal{S}_{O U V}}\left(\mathcal{S}_{O A V} \mathcal{S}_{O U B}+\mathcal{S}_{O A U} \mathcal{S}_{O B V}+\mathcal{S}_{O B V} \mathcal{S}_{O U C}+\mathcal{S}_{O B U} \mathcal{S}_{O C V}-\right. \\
& \left.-\mathcal{S}_{O A V} \mathcal{S}_{O U C}-\mathcal{S}_{O A U} \mathcal{S}_{O C V}\right) \\
= & \frac{1}{\mathcal{S}_{O U V}}\left(\mathcal{S}_{O A U} \mathcal{S}_{O B V}-\mathcal{S}_{O A U} \mathcal{S}_{O C V}+\mathcal{S}_{O A V} \mathcal{S}_{O U B}+\mathcal{S}_{O B U} \mathcal{S}_{O C V}\right. \\
& \left.+\mathcal{S}_{O B V} \mathcal{S}_{O U C}-\mathcal{S}_{O A V} \mathcal{S}_{O U C}\right) \\
= & \frac{\left(\mathcal{S}_{O V B}-\mathcal{S}_{O V C}\right) \mathcal{S}_{O U A}+\left(\mathcal{S}_{O V C}-\mathcal{S}_{O V A}\right) \mathcal{S}_{O U B}+\left(\mathcal{S}_{O V A}-\mathcal{S}_{O V B}\right) \mathcal{S}_{O U C}}{\mathcal{S}_{O U V}}
\end{aligned}
$$

Q.E.D.

Lemma 43: $\overline{A B}^{2}=\frac{\overline{O U}^{2}\left(\mathcal{S}_{O V A}-\mathcal{S}_{O V B}\right)^{2}}{S_{O U V}^{2}}+\frac{\overline{O V}^{2}\left(\mathcal{S}_{O U A}-\mathcal{S}_{O U B}\right)^{2}}{S_{O U V}^{2}}$.

## Proof of Lemma 43



Figure 2.25: Lemma 43

We begin introducing a new point $M$ by construction (INTER M (PLINE A O U) (PLINE B $\mathrm{O} V)$ ). By construction we have $A M \perp M B$, then by lemma $22, \overline{A B}^{2}=\overline{A M}^{2}+\overline{B M}^{2}$.

We can also define an $r_{1}$ such that the construction (PRATIO M B (LINE O V) $r_{1}$ ), with $A \notin B M$ is true, then by the second case of lemma 40 (EL13) with $[\mathrm{R}:=\mathrm{B} ; \mathrm{C}:=\mathrm{O} ; \mathrm{D}:=\mathrm{U}$; $\mathrm{P}:=\mathrm{O} ; \mathrm{Q}:=\mathrm{V} ; \mathrm{A}:=\mathrm{A} ; \mathrm{Y}:=\mathrm{M}]$, we have $\frac{\overline{A M}}{\overline{O U}}=\frac{\mathcal{S}_{A O B V}}{\mathcal{S}_{O O U V}}$, applying definition 4 and lemmas 8,9 , we have $\frac{\overline{A M}}{\overline{O U}}=\frac{\mathcal{S}_{O V A}-\mathcal{S}_{O V B}}{\mathcal{S}_{O U V}}$.

We can also have an $r_{2}$ such that the construction (PRATIO M A (LINE O U) $r_{2}$ ), with $B \notin A M$ is true, then by the second case of lemma 40 (EL13) with $[\mathrm{R}:=\mathrm{A} ; \mathrm{C}:=\mathrm{O} ; \mathrm{D}:=\mathrm{V}$; $\mathrm{P}:=\mathrm{O} ; \mathrm{Q}:=\mathrm{U} ; \mathrm{A}:=\mathrm{B} ; \mathrm{Y}:=\mathrm{M}]$, we have $\overline{\overline{B M}}=\frac{\mathcal{S}_{B O A U}}{\mathcal{S}_{O O V U}}$, and applying definition 4 and lemmas 8 , 9, we have $\frac{\overline{B M}}{\overline{O V}}=-\left(\frac{\mathcal{S}_{O U A}-\mathcal{S}_{O U B}}{\mathcal{S}_{O U V}}\right)$.

Then :

$$
\begin{aligned}
\overline{A B}^{2} & =\overline{A M}^{2}+\overline{B M}^{2} \\
{\overline{A B^{2}}}^{2} & =\overline{A M}^{2} \\
{\overline{\overline{O U}^{2}}}^{2} & \frac{\overline{B M}^{2}}{\overline{O U}^{2}}
\end{aligned}
$$

$\overline{O U}=\overline{O V}$, by hypothesis

$$
\begin{aligned}
& \frac{\overline{A B}^{2}}{\overline{O U}^{2}}=\frac{\overline{A M}^{2}}{\overline{O U}^{2}}+\frac{\overline{B M}^{2}}{\overline{O V}^{2}} \\
& \frac{\overline{A B}^{2}}{\overline{O U}^{2}}=\left(\frac{\mathcal{S}_{O V A}-\mathcal{S}_{O V B}}{S_{O U V}}\right)^{2}+\left(\frac{\mathcal{S}_{O U A}-\mathcal{S}_{O U B}}{S_{O U V}}\right)^{2} \\
& \overline{A B}^{2}=\frac{\overline{O U}^{2}\left(\mathcal{S}_{O V A}-\mathcal{S}_{O V B}\right)^{2}}{S_{O U V}^{2}}+\frac{\overline{O V}^{2}\left(\mathcal{S}_{O U A}-\mathcal{S}_{O U B}\right)^{2}}{S_{O U V}^{2}}
\end{aligned}
$$

Lemma 44: $S_{O U V}^{2}=\frac{\overline{O U}^{2} \overline{O V}^{2}}{4}$.

Proof of Lemma 44 By hypothesis $U O \perp O V$, and given the fact that the square of a signed area is always positive, we have $S_{O U V}^{2}=\left(\frac{\overline{O U} \overline{O V}}{2}\right)^{2}=\frac{\overline{O U}^{2} \overline{O V}^{2}}{4}$.
Q.E.D.
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